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Abstract
Boiling flows are widely encountered in several engineer-
ing and industrial processes. They have a special inter-
est in nuclear industry, where a Computational Fluid Dy-
namic (CFD) thermohydraulic investigation becomes very
popular for design and safety. Many attempts to model nu-
merically subcooled nucleate boiling flows can be found
in the literature, where several interfacial forces acting on
bubbles which are interacting on the bulk fluid were ne-
glected, due to the hard convergence of the calculations,
or to the bad accuracy of the obtained results. In this pa-
per, a sensitivity analysis is carried out for the interfacial
forces acting on bubbles during subcooled nucleate boil-
ing flows. For this purpose, 2D CFD axisymmetric simu-
lations based on an Eulerian approach are performed. The
developed models aim to mimic the subcooled nucleate
boiling flows in concentric pipes, operating at high pres-
sure. The predicted spatial fields of boiling quantities of
interest are presented and commented. The numerical re-
sults are compared against the available experimental data,
where it is shown that neglecting some interfacial forces
like the lift or the wall lubrication forces will yield to good
predictions for some quantities but will fail the prediction
for others. The models leading to the best predictions are
highlighted and proposed as recommendations for future
CFD simulations of subcooled nucleate boiling flows.
Keywords: subcooled nucleate boiling flows, computa-
tional fluid dynamics, interfacial forces, sensitivity anal-
ysis

1 Introduction
Subcooled nucleate boiling flows are present in several en-
gineering equipment and devices, such as nuclear reactors,
heat exchangers and cooling systems. They are associ-
ated with hydrodynamics, heat and mass transfer. These
flows have gained a special interest because of their en-
hanced heat transfer coefficients and improved heat trans-
fer performance. Subcooled nucleate boiling flows are
two-phase, composed by a continuous subcooled liquid
phase, and a vapor dispersed phase, generated by separate
bubbles. These bubbles are nucleated from micro-cavities,
referred to as nucleation sites, randomly distributed over a
heated surface, when the latter’s temperature exceeds the

working liquid saturation temperature at the local pres-
sure. Bubbles depart their nucleation sites when reaching
a critical size, referred as bubble departure diameter. They
slide along the heated surface, and lift-off to the core of
the liquid, where they migrate into the subcooled region
of the flow. In this region, bubbles are subject to conden-
sation when the local flow temperature is lower than the
saturation temperature. Hence, the two-phase boiling flow
is referred as subcooled boiling flow.

In order to improve thermal management system design
and to maximize heat transfer coefficients, high-fidelity
models need to be incorporated. Experiments can be used
successfully to fulfill this task. However, they are still
very expansive and time consuming to perform. Eulerian
two-fluid models based on CFD simulations are a promis-
ing solution to develop such high-fidelity representations,
where the flow structure, transport phenomenon and inter-
actions between phases can be well predicted. The vapor-
averaged void fraction, width of two-phase layer near the
heated surface and temperature fields, which are crucial
for design and optimization, can be very well and accu-
rately presented. Turbulence effects can also be incorpo-
rated through these models. One of the most successful
Eulerian two-fluid model for boiling flows was developed
by Kurul and Podowski (1990), where they decomposed
the total applied heat flux at the wall on three components;
the first accounts for the evaporation, the second accounts
for the quenching contribution and the last is responsible
for heating the liquid near the heated surface when bubbles
are absent.

Based on the same framework approach, and apply-
ing some slight modifications, many authors simulated the
subcooled nucleate boiling flows in different geometries
at multiple operating conditions, and compared their nu-
merical results to their experimental data, or data from
literature (Lai and Farouk, 1993; Anglart and Nylund,
1996; Roy et al., 2001; Končar et al., 2004). However,
no sensitivity analysis quantifying the effect of the used
interfacial forces models was carried out, despite that the
dispersed-phase spatial distribution is highly affected by
these forces, in addition to the turbulent behavior of the
flow, that will in turn significantly influence the hydrody-
namics and the thermal process, including heat and mass
transfer (Končar et al., 2004). Hence, the obtained results
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were acceptable for some fields, but failed for many oth-
ers. Also, the bubble’s size in the bulk fluid was ignored,
despite its importance for such flows and its major effect
on heat transfer, temperature fields, void fraction distribu-
tion and the two-phase layer thickness.

A first model to predict the bubble size evolution in the
bulk fluid was proposed by Ishii et al. (2005) via the Inter-
facial Area Transport Equation (IATE), where the authors
proposed empirical model coefficients to take into account
the coalescence and the turbulent break-up phenomenons.
The IATE model and the proposed coefficients by Ishii et
al. (2005) were adopted in CFD simulations by Končar
and Krepper (2008) and Michta (2011) among others, for
high pressure boiling in conventional sized channels, and
by Rabhi and Bel Fdhila (2019) for low pressure boiling in
narrow channels. However, the bubbles bulk diameter was
not very well predicted, and affected the accuracy of the
computed fields. This is due to the used model coefficients
which are not applicable for different geometries and oper-
ating conditions. In addition, the IATE model depends on
the used interfacial forces, but, as highlighted previously, a
sensitivity analysis and a quantification of these forces are
missing, and represents a research gap for boiling flows
modeling. However, assuming a constant bubble bulk di-
ameter model, set to the mean value of the experimentally
measured bubble bulk diameter, represents a good approx-
imation, and yields to acceptable predictions as it will be
shown in this work.

In the present work, 2D axisymmetric CFD simulations
based on an Eulerian two-fluid approach are carried out
modeling the subcooled nucleate boiling flow of refriger-
ant R-113 flowing upward a concentric pipe at an abso-
lute pressure of 2.69 bar. The CFD model is implemented
on the open-source CFD platform OpenFOAM, where a
Finite-Volume discretization of the governing transport
equations is adopted. The spatial distributions of boiling
quantities predicted by the CFD calculations are presented
and analyzed. The effect of the interfacial forces on the
predicted fields are investigated. The model predictions
are compared against the available experimental data of
Roy et al. (2001), and these models yielding to successful
predictions are highlighted and proposed as recommen-
dations for future subcooled nucleate boiling flows CFD
simulations.

2 Mathematical model
Based on the Eulerian two-fluid framework, transport
equations, i.e., mass, momentum, energy and turbulence,
are solved for the continuous liquid phase and the dis-
persed vapor phase.

2.1 Transport equations
Neglecting the small density variation with temperature
rise, for each phase k, the mass conservation transport
equation is written as:

∂αkρk

∂ t
+∇.(αkρkUk) = Γki−Γik (1)

where α is the void fraction, ρ is the fluid density, U is
the velocity vector and Γ is mass transfer rate, that denotes
mass transfer rate per unit volume due to evaporation from
the liquid phase to the vapor phase or mass transfer rate
per unit volume by condensation from the vapor phase to
the liquid phase, that their expression will be given in the
boiling model section.

The momentum transport equation for each phase is
given by:

∂αkρkUk

∂ t
+∇.(αkρkUkUk) =−αk∇p+Rk

+Mk +αkρkg+(ΓkiUi−ΓkiUk)
(2)

where the first term in the right hand side corresponds to
the pressure drop contribution, the second term Rk denotes
the combined turbulent and viscous stress, the third term
Mk represents the interfacial momentum transfer contri-
bution, that will be detailed in the next section, the fourth
term represents the gravity contribution and the last term
accounts the contribution of mass transfer between phases
to the momentum.

In this work, energy transport equation for each phase
k is solved in terms of the specific enthalpy h. It is written
for each phase as:

∂αkρkhk

∂ t
+∇.(αkρkUkhk) = αk

Dp
Dt

+∇

(
αkDe f f

t,k ∇hk

)
+Γkihi−Γikhk +Qwall,k

(3)

where Dp/Dt is the material derivative of the pressure,
Qwall,k is the product of the applied heat flux on the wall
q”

w and the contact area with the wall per unit volume, and
De f f

t,k is the effective thermal diffusivity, that includes the
turbulent contribution, given by:

De f f
t,k =

λk

Cp,k
+

µ t
k

Prt (4)

where λk is the thermal conductivity, Cp,k is the specific
heat capacity, µ t

k is the dynamic turbulent viscosity and
Prt is the turbulent Prandtl number, set to a constant equal
to 0.85.

To account the turbulent behavior of both phases, con-
tinuous and dispersed, the standard k−ε turbulence model
is used. For each phase, the turbulent kinetic energy k
and its dissipation ε are calculated. The k− ε turbulence
model is adopted here because of its valid for fully tur-
bulent flows, which is the case of the simulated problem
here with a Reynolds number of 34450. It stills compu-
tationally cheap and robust turbulence model for pipes
flows where there are no flow recirculation, despite its
known limitations, rising principally from its empirical
coefficients. However, this model lacks of sensitivity to
adverse pressure gradients, and performs poorly for com-
plex flows. In this work, the bubble induced turbulence
was accounted by a turbulent kinematic viscosity as:

ν
t,b
l =

Cµ,bdbαv

2
||Uv−Ul || (5)
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where Cmu,b is a coefficient set to 1.2 following the rec-
ommendations of Sato et al. (1981) for bubbly flow mod-
eling, and db is the bubble bulk diameter, calculated via
a constant bubble bulk diameter model. This bubble bulk
diameter is set to the mean value of the experimental mea-
sured diameters by Roy et al. (2001).

2.2 Interfacial forces
For boiling flows, the relevant interfacial forces that
should be included in the momentum equation are the
drag, added mass, lift, wall lubrication and turbulent dis-
persion forces. In the following, the physical interpreta-
tion, mathematical and force coefficient models are pre-
sented.

Drag force
The drag force FD models the resistance experienced by a
bubble opposed to its motion, created by the surrounding
fluid. Its mathematical expression is given by:

FD =−3
4

CD
αvρl

db
‖Uv−Ul‖(Uv−Ul) (6)

where CD is the drag force coefficient. In this work, two
different coefficient models are tested. The first model is
the classic solid sphere drag model, proposed by Schiller
and Naumann (1935) as:

CD =

{
24
(
1+0.15Re0.687

b

)
if Reb ≤ 1000

0 else. (7)

where Reb is the bubble Reynolds number. The second is
the model of Tomiyama et al. (1998), which was devel-
oped for bubbly flow. This model is written as:

CD = max
(

16
Reb

min
(

1+0.15Re0.687
b ,3

)
,

8
3

Eo
Eo+4

)
(8)

where Eo is the Eötvös number.

Added mass force
The acceleration of bubbles in the flow accelerates the sur-
rounding fluid itself, which adds an apparent mass to the
bubbles. This is modeled by the virtual mass force FV M ,
which is given by:

FV M =−CV M
1+2αv

αl
αv

(
DUv

Dt
− DUl

Dt

)
(9)

where CV M is the virtual mass coefficient set to a constant
equal to 0.5 in this work following the recommendations
of Zuber (1964) for spherical bubbles.

Lift force
The lift force FL is caused by the velocity gradient across
the dispersed phase. It is responsible for a pressure differ-
ence across the walls and creates a force towards the side.
Its general mathematical expression is written as:

FL =CLαvαl (Uv−Ul)×∇×Ul (10)

where CL is the lift force coefficient. In this work, a con-
stant lift force coefficient models are used, set to 0.05 and
0.5, in addition to the model of Tomiyama et al. (2002),
proposed as following:

CD =

 min(0.288tanh(0.12Reb) , f (Eo)) if Eo≤ 4
f (Eo) if 4≤ Eo≤ 10.7
−0.288 else.

(11)
with:

f (Eo) = 1.0422 10−3Eo3−1.59 10−2Eo2

−2.04 10−2Eo+0.474
(12)

Wall lubrication force
In the two-fluid Eulerian modeling approach, the near wall
effects are captured by the wall lubrication forces FWL.
These forces are accounted for repulsive effects pushing
the bubbles away from the wall, referred usually as wall
peaking effects. The mathematical expression of FWL is
given by:

FWL =−CWLαvρv‖Ur− (Ur.nw)nw‖2nw (13)

where Ur is the relative velocity, nw is the unity vector
normal to the wall and CWL is the force model coefficient,
calculated based on the models of Antal et al. (1991) and
Franc (2005). The Antal et al. model is given by:

CWL = max
(

0,
Cw,1

db
+

Cw,2

yw

)
(14)

where the parameters Cw1 and Cw2 are set to -0.01 and 0.05
respectively (Frank, 2005), db is the bubble diameter and
yw is the bubble center distance to the nearest wall. The
Frank model is written as:

CWL =Cw,3(Eo)max

0,
1− yw

Cw,cdb

ywCw,d

(
yw

Cw,cdb

)p−1

 (15)

where Cw,3(Eo) is given as following:

Cw,3 =

 exp(−0.933Eo+0.179) if Eo≤ 5
5.99 10−3Eo−0.0187 if 6 < Eo≤ 33
0.0179 else.

(16)
with Cw,c, Cw,d and p are a cut-off coefficient, a damping
coefficient and a power, set to 10, 6.8 and 1.7, respectively
(Frank, 2005).

Turbulent dispersion force
The turbulent dispersion force FT D originates from the
dispersions of bubbles, caused by fluctuations and eddies
of the turbulent flow. The Lopez de Bertodano (1991)
and the Burns et al. (2004) models are compared in this
work. The Lopez de Bertodano model is mathematically
expressed as:

FT D =CT Dρlkl∇αv (17)
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while the Burns et al. model is given by:

FT D =
3
4

CT DReb
νvν t

v

σd2
b

ρv

(
1+

αl

αv

)
(18)

where CT D is the turbulent dispersion force coefficient, set
to 0.4 and 1.0 for comparison, and νv and ν t

v are the vapor
phase kinematic and turbulent kinematic viscosities.

2.3 Boiling model
The boiling model adopted in this work follows the ver-
sion of the very well known RPI (Rensselaer Polytechnic
Institute) model proposed by Kurul and Podowski (1990).
This model proposes to decompose the total applied heat
flux q”

w at the wall into three components; convective heat
flux q”

w,c that is responsible for heating the liquid near the
surface when there are no bubbles in contact with it, evap-
orative heat flux q”

w,e that is accounted for the liquid evap-
oration to create bubbles, and quenching heat flux q”

w,q that
represents the transient conduction while the liquid is fill-
ing the previous occupied volumes by departing bubbles.
This decomposition is written as:

q”
w = q”

w,c +q”
w,e +q”

w,q (19)

The mathematical expressions of each heat flux contri-
bution can be found in (Kurul and Podowski, 1990). The
RPI model needs to be fed with closure equations that
are applied at the heated surface, as the active nucleation
site density Na, the bubble departure diameter ddep and
the bubble departure frequency fdep. These latter boiling
closures are considerably affected by the heated surface
roughness. It can increase the number of the nucleation
sites, and controls the bubble shape and release rate. How-
ever, despite its major effect on bubble formation rates, the
wall roughness will not be considered in this work, and
the basic boiling closure equations neglectingthis parame-
ter are adopted here. The reformulated model of Lemmert
and Chawla (1977) by Egorov and Menter (2004) is used
to model here the active nucleation site density. It is given
by:

Na = Na,re f

(
∆Tsup

∆Tre f

)1.805

(20)

where the empirical coefficient Na,re f is set to 9.922 105

sites/m2 following the recommendations of Egorov and
Menter (2004), ∆Tsup is the wall superheat that is equal to
the difference between the wall temperature and the liq-
uid saturation temperature, and ∆Tre f is a reference tem-
perature difference, set to 10 K. For the bubble departure
diameter calculations, a modified version of the model of
Tolubinski and Kostanchuk (1970) which is given as fol-
lowing is adopted:

ddep = dre f exp
(

∆Tsub,y+=250

∆Tre f

)
(21)

where dre f and ∆Tre f are reference bubble departure diam-
eter and temperature difference, set to 0.6 10−3 m and 45

K, respectively, following the recommendations of Tolu-
binski and Kostanchuk (1970), and ∆Tsub,y+=250 is a mod-
ified subcooling temperature, calculated based on the liq-
uid temperature at a distance from the wall based on the
wall function at y+ = 250. The last closure equation
for the boiling model is the bubble departure frequency
model, calculated based on the Cole (1960) model as:

fdep =

√
4g(ρl−ρv)

3ddepρl
(22)

The last quantities calculated by the boiling model are
the evaporation and the condensation rates Γlv and Γvl , that
are needed to solve the transport equations. They are given
by:

Γl,v =
A f

w,b,e

6
ρvddep fdep (23)

Γv,l =
hc (Tsat(p)−Tl)

hlg
As (24)

where A f
w,b,e is an area fraction of the heated surface not

affected by bubbles and hc is a condensation heat transfer
coefficient calculated based on the correlation of Ranz and
Marshall (1952).

3 Computational Domain and Solu-
tion Procedure

The computational domain is illustrated through Figure 1.
It consists of 2D axisymmetric concentric pipe, having
inner and outer diameters rin and rout equal to 7.89 mm
and 19.01 mm, respectively. The concentric pipe is heated
only from the inner upper side, by applying a constant uni-
form heat flux, allowing an adiabatic section for the flow
development. Refrigerant R-113 flows downstream the
adiabatic section of 0.91 m and then in 2.75 m heated sec-
tion. The total flow length is 3.66 m. The computational
domain is meshed using 20496 hexahedron elements, cor-
responding to 56 elements in the radial direction needed

Figure 1. Computational domain and mesh.
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for the grid convergence and 366 element in the flow direc-
tion. Near each wall, 20% of the radial length is meshed
with refined elements to represent the viscous layers. The
refined elements represent 30% of the radial elements with
a expansion ratio of 0.25 at each wall normal direction.

At the pipe inlet, the pressure is set to 2.69 bar, corre-
sponding to a saturation temperature of 80.5◦C for R-113.
Constant velocity and temperature are applied, set to 0.522
m/s and 50.2◦C, respectively. This corresponds to an in-
let Reynolds number and subcooling equal to 34450 and
30.3◦C. A non-slip boundary condition is used for both
phases velocities at the channel walls, and a constant uni-
form heat flux is applied only at the inner heated wall of
length 2.75 m, set to 116000 W/m2. Only in this part
of the wall, the boiling closure equations are applied. At
the channel outlet, a pressure gradient boundary condition
is applied. The refrigerant R-113 thermophysical proper-
ties are calculated at the inlet based on the corresponding
temperature and pressure. However, the developed CFD
model allows the calculation of the local saturation tem-
perature based on the corresponding predicted local pres-
sure. For this purpose, an interpolation is performed on
R-113 saturation tables.

The open-source CFD platform OpenFOAM is used to
solve the transport equations with respect to the previ-
ous described computational domain and operating con-
ditions. A Finite-Volume discretization technique is em-
ployed, where the spatial derivatives including the void
fraction are discretized based on Van Leer scheme, the
gradient and divergence terms are based on a Gauss up-
wind schemes, while the Laplacians are based on Gauss
linear schemes. A semi-explicit temporal discretization is
adopted for the temporal derivatives, in order to acceler-
ate the convergence of the simulations. The discretized
equations are solved based on the Geometric-Algebraic
Multi-Grid (GAMG) solver for the pressure, and iterative
symmetric Gauss-Seidel smooth solver is used for the rest
of the variables. The PIMPLE algorithm is employed to
solve the pressure-velocity coupling.

4 Results and discussions

The void fraction, liquid temperature, liquid and vapor
magnitude velocity fields predicted by the CFD calcula-
tions are presented in Figure 2. Despite that the simu-
lations were carried out in a 2D axisymmetric geometry,
having a total flow length of 3.66 m, the fields were ex-
truded rotationally and re-scaled for a better comprehensi-
ble representation. These results are obtained with calcu-
lations using Schiller and Naumann (1935) drag model,
a constant virtual mass coefficient model equal to 0.5,
Antal et al. (1991) wall lubrication model and Burns et
al. (2004) turbulent dispersion model. These interfacial
forces are adopted for the fields representation since they
give the best predictions with comparison to the experi-
mental data of Roy et al. (2001) as it will be shown later.

Figure 2. CFD fields spatial distributions: a- Liquid tempera-
ture, b- Void fraction, c- Liquid velocity and d- Vapor velocity.

The working fluid R-113 enters the concentric pipe at a
uniform velocity distribution, with a mean equal to 0.522
m/s, and an inlet temperature equal to 50.2◦C, represent-
ing 30.3◦C below the saturation temperature. Along the
adiabatic section, from the inlet downward to 0.91 m,
where heating starts, the void fraction showed through
Figure 2(b) maintains a zero value, meaning that there is
no bubble formation and no phase change, corresponding
to a constant liquid temperature equal to the inlet temper-
ature, as presented by Figure 2(a). As can be deduced
from Figure 2(c), the liquid velocity in the adiabatic flow
section follows a parabolic profile, where it is zero in the
viscous boundary layer at the wall, where the non-slip
boundary condition is applied. In this section, the flow
is being developed, with an average Reynolds number at
34450, referring to a turbulent flow. In the heated flow
section, the void fraction starts having values higher than
zero, corresponding to bubbles nucleation at the heated
surface. Nucleation starts when the local liquid temper-
ature in the heated surface vicinity reaches the saturation
temperature, corresponding to the local system pressure.
The void fraction at the heated surface increases with in-
creasing heated length, up to a maximum value of 40%
near the outlet. However, it decreases with increasing ra-
dial distance from the heated surface, to become zero far
away from it. This is the typical subcooled nucleate boil-
ing heat transfer regime, where the bubbles are formed at
the heated surface, giving the highest radial void fraction.
This latter will decrease when increasing the radial dis-
tance from the heated surface, due to the absence of evap-
oration far from the wall, and bubbles are subject to con-
densation, since the liquid is still subcooled and the sur-
rounding bubbles temperature gradually drops below the
saturation. This also can be proved by the liquid temper-
ature distribution presented in Figure 2(a). When entering
the heated flow section at a temperature equal to the in-
let temperature, the liquid near the heated surface starts to
heat up until it reaches its saturation temperature, at which
evaporation at the wall occurs. Far from the heated surface
in the radial direction, the liquid is heated, but it does not
reach its saturation temperature and is still subcooled. The
bubbles which left their nucleation sites will condense in
this flow region. A special behavior of the liquid phase
velocity at the viscous boundary layer near the heated sur-
face is observed. The liquid velocity reaches its maximum
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Figure 3. Interfacial forces effect on the radial boiling fields. Experimental data of Roy et al. (2001). a- Void fraction prediction,
b- Liquid radial temperature, c- Liquid magnitude velocity and d- Vapor magnitude velocity. Legend: (1) Schiller and Naumann
(1935) drag force model, Antal et al. (1991) wall lubrication force model and Burns et al. (2004) turbulent dispersion force model
with CT D = 1. (2) Tomiyama et al. (1998) drag model, Frank (2005) wall lubrication force model and Burns et al. (2004) turbulent
dispersion force model with CT D = 1. (3) Schiller and Naumann (1935) drag force model, neglected wall lubrication force and
Burns et al. (2004) turbulent dispersion force model with CT D = 1. (4) Schiller and Naumann (1935) drag force model, neglected
wall lubrication force and Lopez de Bertodano (1991) turbulent dispersion model with CT D = 0.4. (5) Schiller and Naumann (1935)
drag force model, neglected wall lubrication force and Lopez de Bertodano (1991) turbulent dispersion force model with CT D = 1.

near the wall, under the effect of the bubble nucleation
and motion. This is a feature of boiling flows, where the
liquid velocity which approaches zero near the adiabatic
walls becomes increasingly higher at the heated section of
the wall, away from the non-slip boundary condition. This
yields increased heat transfer coefficients hence enhancing
the heat transfer from the heated wall to the bulk liquid. At
the external adiabatic wall, in both flow regions, adiabatic
and heated, the liquid velocity keeps the parabolic profile,
where it is very low in the viscous boundary layer. Con-
cerning the vapor phase velocity, Figure 2(c) shows that
the vapor velocity increases with increasing void fraction
and the two-phase layer thickness.

The CFD predictions of the radial profiles of the quan-
tities of concern, i.e., void fraction, liquid temperature,
liquid and vapor velocities, following the measurement
section used by Roy et al. (2001), located at 2.894 m
downward the concentric pipe inlet are presented through
Figure 3. The dimensionless distance R∗ is calculated as
(r− rin)/rout . These predicted fields are compared against
the available experimental data of Roy et al. (2001). In
order to quantify the interfacial forces effect on the CFD
simulation results, different interfacial forces were taken
into account or neglected, employing the most relevant
force models for boiling. In Figure 3, the studied forces
are the drag force, the wall lubrication force and the tur-
bulent dispersion force. The drag force is taken into ac-
count in all the simulations, where the models of Schiller
and Naumann (1935) and Tomiyama et al. (1998) are
compared, while the turbulent dispersion force is mod-
eled based on Burns et al. (2004) and Lopez de Berto-
dano (1991). However, the wall lubrication force is taken
into account in some simulations only and neglected in
others, in order to quantify its effect on boiling. The mod-
els of Antal et al. (1991) and Frank (2005) are tested.
The results presented by Figure 3 are obtained for a con-
stant added mass coefficient model set to 0.5, and a ne-
glected lift force. As it can be seen in Figure 3(a), a suc-
cessful prediction of the void fraction with comparison to

the experimental data is obtained with the drag model of
Schiller and Naumann (1935), the wall lubrication force
of Antal et al. (1991) and the turbulent dispersion force of
Burns et al. (2004), with a turbulent dispersion coefficient
CT D = 1.0. These interfacial forces models give also fair
predictions of the liquid and vapor phase velocities, pre-
sented by Figures 3(c) and 3(d), respectively. However,
using these models will yield to an over-estimation of the
liquid temperature in the two-phase boundary layer near
the heated surface, as it can be seen in Figure 3(b). The
successful predictions of the liquid and vapor phase veloc-
ities and the liquid phase temperature are obtained by the
predictions associated to the drag model of Tomiyama et
al. (1998), the wall lubrication model of Frank (2005) and
the turbulent dispersion model of Burn et al. (2004), with
CT D = 1.0. Nevertheless, these models yield to a small
underestimation of the void fraction in the vicinity of the
heated surface. Then, neglecting the wall lubrication force
will affect considerably the predictions accuracy. Based
on the comparison against the available experimental data,
the predictions associated with neglecting the wall lubri-
cation force overestimate all the considered fields. The
turbulent dispersion model of Lopez de Bertodano (1991)
gives always high over-prediction, and the highest one is
associated with a lower turbulent dispersion force coeffi-
cient of CT D. This drag model with a lower CT D is giving
also the highest over-prediction of the liquid radial tem-
perature and velocity. However, a failed prediction of the
vapor phase velocity is obtained when the Lopez de Berto-
dano (1991) turbulent dispersion model is employed, re-
gardless of the value of CT D, especially in the two-phase
boundary layer near the heated surface. Despite the over-
estimations of the Burns et al. (2004) turbulent dispersion
model when neglecting the wall lubrication force, the pre-
dictions are fair for the void fraction and the liquid radial
temperature. Nonetheless, for the liquid and the vapor
phase velocities, the predictions associated with the lat-
ter mentioned models are failed, especially at the heated
surface, where overly high velocities are obtained. The
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Figure 4. Lift force effect on the radial boiling fields. Experimental data of Roy et al. (2001) a- Void fraction prediction, b- Liquid
temperature, c- Liquid velocity, d- Vapor velocity.

two-phase boundary layer thickness, where bubbles are
present and subject to nucleation and condensation, is very
well predicted using any interfacial force model, as it can
be deduced from the estimated void fraction comparison
with the experimental data through Figure 3(a). Hence,
when neglecting the lift force, whose effect on boiling will
be discussed in the next paragraph, and setting a constant
added mass coefficient equal to 0.5 as well as neglecting
the wall lubrication force will yield an over-estimation of
all the considered fields, and this overestimation is ampli-
fied when a low turbulent dispersion model is used. The
models yielding the best void fraction prediction will over-
predict the other fields considered, and the successful pre-
dictions of the liquid radial temperature, liquid and vapor
velocities will give a small under-prediction of the void
fraction.

The lift force effect on the CFD predicted fields is quan-
tified in Figure 4. Two different lift models are com-
pared here, a constant lift coefficient model, set to 0.05
and 0.5, and the lift coefficient model of Tomiyama et
al. (2002). When a constant lift coefficient model is em-
ployed, then the Schiller and Naumann (1935) drag force
model, the Antal et al. (1991) wall lubrication force model
and the Burns et al. (2004) turbulent dispersion force
model are used. For the Tomiyama et al. (2002) lift model,
Tomiyama et al. (1998) drag model, the Frank (2005) wall
lubrication force model and Burns et al. (2004) turbulent
dispersion force are employed. In all the performed sim-
ulations of Figure 4, the added mass force was taken into
account via a constant value set to 0.5. The comparison
with the experimental data shows that deviations between
the tested models are minor. The Tomiyama et al. (2002)
lift model gives the best predictions for the liquid radial
temperature, liquid velocity and vapor velocity, with com-
parison to the experimental data, presented respectively
through Figures 4(b), 4(c) and 4(d). However, a small un-
derestimation is observed for the void fraction illustrated
in Figure 4(a). This trend is observed in the results of Fig-
ure 3(a) when the Tomiyama et al. (1998) drag model, the
Frank (2005) wall lubrication model and the Burns et al.
(2004) turbulent dispersion model are used. The authors
believe that this underestimation is caused by the interfa-
cial models, except with the Tomiyama et al. (2002) lift
model, and that its effect on the CFD calculations is mi-

nor. Despite the small differences obtained when different
constant lift coefficients CL are used, the best prediction is
obtained when CL = 0.5 for void fraction. However, the
corresponding liquid velocity is very high near the heated
surface, and this will yield to over-predictions of the heat
transfer. Comparable results are observed when perform-
ing the calculations with CL = 0.05 and neglecting the lift
(CL = 0). Hence, despite its importance in two-phase bub-
bly flows, the lift force has a minor effect when phase
change is considered. Hence, this force can be neglected
when modeling boiling flows.

5 Conclusions
In this work, 2D axisymmetric CFD simulations were
carried out to model the subcooled nucleate boiling flow
of refrigerant R-113 flowing upward a narrow concentric
pipe. The void fraction spacial distribution showed that
boiling starts at the heated section, and the highest val-
ues are obtained near the heated surface where nucleation
occurs, corresponding to the local saturation temperature.
The temperature field showed that the saturation tempera-
ture is reached near the heated surface, and that the liquid
stills subcooled away from the heated surface, which al-
lows the bubbles to leave the heated surface and condense.
This will yield to decreased values of the void fraction, to
reach zero at the end of the two-phase layer. The velocity
field proved that higher values are obtained at the heated
surface, under the effect of the bubbles nucleation and mo-
tion, and this is one of the most important boiling flows
features, leading to an increased values of the heat trans-
fer coefficient, that was very well predicted by the current
CFD simulations.

A sensitivity analysis of the acting interfacial forces
models was performed by comparing the obtained CFD
predictions with the experimental data of Roy et al.
(2001). It was shown that all the interfacial forces, ex-
cept the lift, have a considerable effect on the predicted
fields. Neglecting the wall lubrication force will yield to
increased values of the void fraction, liquid radial tem-
perature near the heated surface and liquid phase velocity.
This will lead to failed predictions of the vapor phase ve-
locity. It was shown also that the models giving the best
void fraction predictions will give small overestimations
of the other fields, and models giving successful predic-

SIMS 61

DOI: 10.3384/ecp20176385 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

391



tions of the liquid radial temperature and the velocities
of the liquid and vapor phases will slightly under-predict
the corresponding void fraction. It was proven that the
lift force has a minor effect on the predicted fields, and it
can be neglected in CFD simulations of subcooled boiling
flows without any major concern.

The present work provides a knowledge foundation for
performing CFD simulations of subcooled nucleate boil-
ing flows of refrigerants. It provides guidance on the cor-
responding interfacial forces that should be taken into ac-
count, with model recommendations provided for better
accuracy with respect to each important boiling regions.
Future improvement of this work can be recapitalized in
using IATE model to predict the bubbles bulk diameter in-
stead of a constant model, as adopted in this work. Also,
the interfacial forces analysis should be complemented by
turbulence model quantification.
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