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Exergy Analysis of Combined Heat and Power (CHP) Plants
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Abstract

Combined heat and power plants are an efficient technology for waste heat recovery applications where both heat and power are demanded. Steam Rankine cycles are normally utilized when high temperature exhaust streams are available. Different heat demands and temperatures might be expected depending on the application. Thus, designing a power system capable of meeting the heat demand and producing the maximum possible power supposes a challenge. This work aims at providing some guidelines to properly select, from a second law perspective, a CHP plant configuration depending on the heat demand and temperature. Two plant configurations are considered and broad ranges of heat demand and temperature are studied. A software developed in MATLAB was utilized for all thermodynamic property calculations. Optimization of the thermodynamic cycle was carried out for each set of conditions and the best possible scenario was always evaluated. An exergy analysis of the components integrating the power plant was then performed, pointing out where irreversibilities were more predominant and where there was more potential for improvements. Results showed that extracting process heat in the condenser was more beneficial than utilizing a supplementary heat exchanger in series with the heat recovery steam generator.

Keywords: steam Rankine cycle, waste heat recovery, gradient-based optimization, Second law analysis.

1 Introduction

Uncontrolled and prolonged emissions of anthropogenic greenhouse gases (GHG) have increased by 40\% the atmospheric concentrations of CO₂ with respect to pre-industrial levels. Combustion of fossil fuels is the main source of these anthropogenic GHG emissions, which accounts for 78\% of the total emission increase in the period from 1970 to 2010. Accordingly, there is a scientific consensus that this irresponsible human behaviour is one of the major drivers of global warming and climate change (IPCC, 2014). However, power generation and industry are expected to rely on fossil fuel combustion until the end of the century (IEA, 2016). Efficiency improvement is considered a promising mitigation alternative that aims at reducing the CO₂ emissions on these sectors (IEA, 2016).

Waste heat recovery from both power generation systems and energy intensive industries is expected to lead to higher efficiencies and lower CO₂ emissions (Nord and Bolland, 2013; Quoilin et al., 2013). Combined heat and power (CHP) plants are suitable alternatives for waste heat applications where there is a demand of both heat and power. Nevertheless, the design of these systems is a major challenge due to the broad range of exhaust gas temperatures and the different heat demand and temperature.

Exergy analysis accounts for the irreversibilities that take place in each component of the cycle and leads to designs where maximum use of the available exergy is achieved. Many studies analyse complex systems in order to identify such irreversibilities. However, some of them do not motivate, economically or thermodynamically, the selection of a specific plant configuration. From an engineering perspective, both adequate thermodynamic performance and plant structure are fundamental choices that determine the efficient operation of a power or CHP plant. Consequently, it is not possible to ensure peak performance of any power system if only one of these two factors is motivated. Ertesvåg (2007) defined a parameter to compare the exergy improvements that are achieved using a CHP plant with the separate production of heat and power. Results showed that industrial CHP plants with gas turbines, bypass in the condenser for heat production, and back-pressure steam turbines are beneficial from an exergy perspective. Wang et al. (2009) carried out an exergy optimization and analysis of different types of cycles and configurations for waste heat recovery in a cement plant. They concluded the Kalina cycle leads to the highest efficiency, although the simple flash steam cycle leads to good performance with a simpler cycle configuration. Ahmadi and Dincer (2010) performed an exergo-economic analysis of an existing CHP plant where heat demand and temperature were defined. The effect of power demand and fuel cost on different parameters of the cycle was studied through a sensitivity analysis. It was found that economic saving may be achieved if the suitable turbomachinery and an adequate CHP plant design are selected according to a expected power demand.

This work aims at providing some guidelines for the selection of optimal CHP plant configurations for waste heat recovery applications at high temperature. In Section 2 two different CHP plants for producing a wide range of temperature and heat demands are described, the exergy analysis methodology is presented, and the optimization procedure for maximizing the power output is detailed. Results for both CHP plant configurations are shown and compared in Section 3.
2 Analytical Procedure

2.1 Case Study

The case study analysed in this work is a combined cycle where a flow of exhaust gas at 550 °C is utilized to produce the steam that drives the turbine in a simple Rankine cycle and the process heat required. Water is selected as working fluid due to the high temperature of the hot fluid (Hung et al., 1997). Waste heat recovery applications, such as those on offshore platforms or ships are normally subjected to weight and space limitations. Therefore, a single pressure once-through steam generator is utilized as a trade-off between compactness and heat exchange efficiency (Nord and Bolland, 2012, 2013). Two different configurations, whose layouts are shown respectively in Figure 1 and Figure 2, are studied:

1. Process heat is generated in the condenser with the heat rejected by the steam during its condensing before being pumped to restart the cycle. In this scenario, a back-pressure steam turbine may be utilized in order to leave some energy in the steam that enables the production of the demanded amount of heat at the required temperature. As process heat is produced in the condenser, the exhaust flow is entirely utilized to generate the maximum amount of steam for a certain temperature at the inlet of the turbine.

2. A supplementary heat exchanger is installed after the heat recovery steam generator (HRSG) to produce the required process heat. Therefore, it is not possible to employ all the exhaust gas energy for the generation of steam as there must be some available for the production of process heat. However, in this case, the generation of power is not limited by the back-pressure of the steam turbine as no useful energy is going to be obtained from the condenser. Maximum possible expansion is hence occurring in the steam turbine.

Figure 1. Simple Rankine cycle layout with heat extraction in the condenser.

Almost all exhaust gases originated from the combustion of fossil fuels contain sulphurs that may condensate and cause corrosion when the temperature is excessively low. Thus, in practice, a minimum temperature at the outlet of the heat exchanger is fixed in order to avoid such problems. In this case, a "clean" gas stream was assumed. Limitations related to practical operation issues were not considered and hence a exhaust gas low temperature limit of 40°C was used. Pressurized water at 2.5 bar was utilized as both fluid media in the process heat generation and as cooling fluid in the condenser for configuration 2. Process heat demand and temperature were varied during this study so the effect of these variables on the exergy utilization and efficiency may be observed. A summary of the specifications assumed in this work is in Table 1.

2.2 Exergy Analysis

Steady-state mass and energy conservation laws are implemented in every component so the inlet and outlet states of every component may be calculated. The REFPROP library (Lemmon et al., 2013) is utilized to determine the required thermodynamic variables in every state

Table 1. Specification assumed for the case study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Nomenclature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient Temperature</td>
<td>$T_0$</td>
<td>10 °C</td>
</tr>
<tr>
<td>Ambient Pressure</td>
<td>$p_0$</td>
<td>1 atm</td>
</tr>
<tr>
<td>Heat Source Temperature</td>
<td>$T_{E1}$</td>
<td>550 °C</td>
</tr>
<tr>
<td>Heat Source Mass Flow Rate</td>
<td>$m_{E}$</td>
<td>80 kg/s</td>
</tr>
<tr>
<td>Heat Source Outlet Pressure</td>
<td>$p_{E2}$ or $p_{E3}$</td>
<td>1 atm</td>
</tr>
<tr>
<td>Process Heat Fluid Temperature</td>
<td>$T_{P1}$ or $T_{P1}$</td>
<td>25 °C</td>
</tr>
<tr>
<td>Process Heat Fluid Outlet Pressure</td>
<td>$p_{P1}$ or $p_{P1}$</td>
<td>2.5 atm</td>
</tr>
<tr>
<td>Process Heat Fluid Inlet Pressure</td>
<td>$p_{C1}$ or $p_{C1}$</td>
<td>1.5 atm</td>
</tr>
<tr>
<td>Cooling Fluid Temperature</td>
<td>$T_{C1}$</td>
<td>10 °C</td>
</tr>
<tr>
<td>Heat Source Composition</td>
<td>$CO_2$</td>
<td>5.23 mol-%</td>
</tr>
<tr>
<td></td>
<td>$H_2O$</td>
<td>4.29 mol-%</td>
</tr>
<tr>
<td></td>
<td>$O_2$</td>
<td>15.24 mol-%</td>
</tr>
<tr>
<td></td>
<td>$N_2$</td>
<td>75.24 mol-%</td>
</tr>
</tbody>
</table>

Figure 2. Simple Rankine cycle with supplementary heat exchanger layout.
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Thermo-mechanical exergy was exclusively considered. When exergy balances are considered for every component, the chemical exergy between two different states cancels out. Point $h_1$ is the only state where it could be considered, being included in the exergy losses associated to the exhaust gas that is released to the atmosphere and thus reducing the second law efficiency of the plant. However, special ideal membranes that allow the individual expansion of the components integrating the exhaust gas stream would be needed (Kotas, 2012). This is unrealistic for a power plant and therefore chemical exergy is not utilized in the proposed case. In addition, kinetic and potential energies, and its contribution in the exergy calculations, were neglected.

### 2.3 Optimization

Second law plant efficiency, defined in Eq. 1, was selected as the objective function to be maximized in the Rankine cycle optimization. The numerator represents the net exergy extracted from the turbine in the process, which accounts for the net power produced in the bottoming cycle. Process heat, i.e. the thermo-mechanical exergy contained in the process heat stream ($E_{\text{p1}}$ for configuration 1 and $E_{\text{p2}}$ for configuration 2), is considered as a constraint in the optimization problem since power plant operators normally prefer to produce electricity rather than heat. The denominator is the thermo-mechanical exergy contained by the heat source at the inlet of the primary heat exchanger, $E_{h1}$. Selecting this parameter as denominator allows to know how well the exergy content of the hot stream is utilized for the desired purposes, which is one of the main objectives of a waste heat recovery application.

$$\eta_{\text{II, plant}} = \frac{W_{\text{net}}}{E_{h1}} \tag{1}$$

Net power is defined in Eq. 2 as the difference between the power produced by the steam turbine and the power consumed by the pumps. Process heat exergy, $E_{\text{heat}}$, accounts for the work that could be obtained if the fluid was taken reversibly to restricted equilibrium (Kotas, 2012) (see Eq. 3).

$$W_{\text{net}} = |W_{\text{turb}}| - |W_{\text{pump, cycle}}| - |W_{\text{pump, p}}| - |W_{\text{pump, p}}| \tag{2}$$

$$E_{\text{heat}} = m_{\text{heat}} e_{\text{heat}} = m_{\text{heat}} [(h - h_0) - T_0 (s - s_0)] \tag{3}$$

During the optimization many variables are kept constant. A summary of the values of these variables is presented in Table 2.

In the model employed in this work, five degrees of freedom are enough to sequentially calculate all the thermodynamic states without solving any system of algebraic equations. These degrees of freedom are:

1. Outlet temperature of the heat source.
2. Pressure at the inlet of the turbine.
3. Pressure at the outlet of the turbine.
4. Enthalpy at the inlet of the turbine.
5. Enthalpy at the inlet of the HRSG.

### 3 Results and Discussion

Simulations for process heat demand varying between 30 and 42 MW, and temperature requirements ranging from 50 to 90 °C were performed. The temperature interval was selected based on a low quality heat demand where the produced heat will be used for low temperature applications. The choice of the process heat demand range was based on an optimization of the cycle without any constraint on the heat demand and an outlet temperature of 50 °C at the outlet of the condenser. It was observed that the heat flow rate in the condenser was 25 MW and hence higher values had to be tested. An upper limit to the maximum process heat that could be produced was found close to 44 MW, where the cycle needed to consume power instead of producing it, i.e. a negative second law efficiency was obtained. The selected range was 30 - 42 MW in order to ensure that sufficient heat (limited by the lower bound) and power (limited by the upper bound) were produced in all cases.

#### 3.1 Simple Rankine Cycle

Second law efficiency variation with heat demand and temperature may be observed in Figure 3. As it could be expected, increasing temperature and heat demand have a negative effect on the second law efficiency. From Figure 4 can be observed that two opposite tendencies are found in the cycle. Irreversibility becomes larger in the HRSG and the condenser as the heat demand increases, but less exergy is destructed in the turbine and the pump (not shown due to small scale) when the demand of heat is

---

Table 2. Fixed variables during the Rankine cycle optimization.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Nomenclature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRSG Pressure Drop Heat Source Side</td>
<td>$\Delta p_{\text{HRSG, p}}$ [%]</td>
<td>2</td>
</tr>
<tr>
<td>HRSG Pressure Drop Working Fluid Side</td>
<td>$\Delta p_{\text{HRSG, mo}}$ [%]</td>
<td>2</td>
</tr>
<tr>
<td>Condenser Pressure Drop Cooling Fluid Side</td>
<td>$\Delta p_{\text{c}}$ [%]</td>
<td>2</td>
</tr>
<tr>
<td>Condenser Pressure Drop Working Fluid Side</td>
<td>$\Delta p_{\text{c, mo}}$ [%]</td>
<td>1</td>
</tr>
<tr>
<td>Supplementary HE Pressure Drop Working Fluid Side</td>
<td>$\Delta p_{\text{HRSG, p}}$ [%]</td>
<td>1</td>
</tr>
<tr>
<td>Supplementary HE Pressure Drop Heat Source Side</td>
<td>$\Delta p_{\text{HRSG, mo}}$ [%]</td>
<td>1</td>
</tr>
<tr>
<td>Expander Polytropic Efficiency</td>
<td>$\eta_{\text{exp}}$ [%]</td>
<td>80</td>
</tr>
<tr>
<td>Pump Polytropic Efficiency</td>
<td>$\eta_{\text{pump}}$ [%]</td>
<td>70</td>
</tr>
<tr>
<td>HRSG Minimum Temperature Difference</td>
<td>$\Delta T_{\text{min, HRSG}}$ [°C]</td>
<td>10</td>
</tr>
<tr>
<td>Condenser Minimum Temperature Difference</td>
<td>$\Delta T_{\text{min, cond}}$ [°C]</td>
<td>10</td>
</tr>
</tbody>
</table>
The increase of both heat exchanger’s irreversibility with the heat demand outweighs the reduction in exergy destruction that occurs in the turbomachinery and hence the overall effect of the heat demand on the second law efficiency is negative, i.e. it is reduced as the heat demand raises.

Mathematically, the connection between the reduction in the turbine’s irreversibility with the increase in the process heat can be proven. Combining the polytropic efficiency of the turbine \( \eta_p \) shown in Eq. 4, and Eq. 5, where subscript \( s \) stands for isentropic,

\[
\eta_p = \frac{dh}{dh_s} \tag{4}
\]

\[
Ts = dh - vd\rho \quad \text{and} \quad dh_s = vd\rho \tag{5}
\]

the following expression is obtained:

\[
\eta_p = \frac{Ts + vd\rho}{vd\rho} = 1 + \frac{Ts}{vd\rho} \tag{6}
\]

If ideal gas behaviour of the steam is assumed (only for qualitative analysis purposes), Eq. 6 becomes:

\[
ds = R(\eta_p - 1) \frac{dp}{p} \tag{7}
\]

Integrating between the inlet and the outlet of the turbine:

\[
Ds = R(1 - \eta_p) \ln\left(\frac{p_3}{p_4}\right) \tag{8}
\]

It is possible to observe that entropy increment, and hence irreversibility (see Eq. 8), depend on the pressure ratio in the turbine and the polytropic efficiency. Since the polytropic efficiency is considered constant, the exergy destruction in the turbine only depends on the pressure ratio. From Figure 5 it can be seen that the pressure ratio decreases with increasing heat demand. Therefore, it is shown that the irreversibility in this case decreases with higher heat requirements.

In the pump’s case the ratio between the specific volume and temperature in Eq. 6 is constant, and hence the following expression is obtained:

\[
Ds = K(1 - \eta_p)(p_2 - p_1) \tag{9}
\]

with \( K \) being a constant that represents the ratio between the specific volume and temperature, where the former is constant because water is an incompressible fluid and the variation in the latter is neglected since it is small. Thus, it is shown that, as it occurred in the turbine, the irreversibility in the pump decreases as the process heat demand increases.

From a second law analysis of a heat transfer process between a hot and a cold stream it can be shown that the entropy generation \( \dot{\sigma} \), and thus the irreversibility, are proportional to the temperature difference and the heat exchanged. This can be proven assuming a heat exchange process between constant hot and cold flows without friction. The control volume is set so the heat transfer process occurs at \( T_H \), and all the entropy generation is included. For the cold fluid, the first and second law, and the T-s equations are, respectively:

\[
0 = \delta \dot{Q} + m_C \dot{dh}_C \tag{10}
\]

\[
0 = \frac{\delta \dot{Q}}{T_H} + m_C \dot{ds}_C + \delta \dot{\sigma} \tag{11}
\]

\[
T_C \dot{ds}_C = \dot{dh}_H \tag{12}
\]

Combining these three equations the following expression showing the relation between the entropy production and the existence of a finite temperature difference is obtained:

\[
\delta \dot{\sigma} = \frac{T_H - T_C}{T_H T_C} \delta \dot{Q} \tag{13}
\]
Consequently, for the heat recovery steam generator, the heat transferred increases with the process heat demand and so does the irreversibility. In addition, high process heat demand implies less pressure ratio, which increases the temperature difference between the hot stream of exhaust gases and the pressurized working fluid along the HRSG, leading to higher entropy generation. Lastly, smaller pressure ratios mean that the overall cold stream temperature in the heat recovery steam generator is reduced, and hence the denominator in Eq. 13 is smaller for larger process heat demands.

The irreversibility in the condenser is also increased with the process heat demand because the heat transferred is larger. This effect may be observed in Figure 4, where there is a linear tendency for the condenser irreversibility lines. Different back-pressures at the outlet of the turbine originated by different process heat demands may lead to different hot temperatures along the condenser, which would imply different temperature differences and modifications in the denominator’s product. However, these changes balance each other and the linear tendency due to the heat transferred dominates the exergy destruction.
Temperature influence in the second law efficiency of the power plant can also be understood if irreversibility in each component is analysed. High temperatures lead to smaller pressure ratios in the cycle for a given process heat demand (see Figure 6). Therefore, the irreversibility in the turbine and the pump decreases as the required temperature increases (see Eq. 8 and Eq. 9, respectively).

The effect of temperature in the heat recovery steam generator and the condenser can be clearly observed in Figure 4. The temperature in the process heat stream has a strong effect in the high and low pressures of the cycle. These pressures influence the temperature difference between the hot and cold streams in each heat exchanger and hence affect the exergy destruction taking place in both components.

In case of the heat recovery steam generator, the high pressure increase associated to the raise in the temperature of the process heat stream leads to a reduction of the irreversibility. Larger high pressures imply higher saturation temperature and hence the overall temperature difference along the component decreases, leading to smaller exergy destruction. The saturation temperature increase in the heat recovery steam generator also indicates larger overall cold temperature along the component, which enhances the reduction in the entropy generation (see Eq. 13).

High temperatures in the outlet of the cold stream of the condenser lead to larger temperature differences along the component. This effect outbalances the increase of the denominator product associated to the increase of the overall temperature of the cooling fluid. Therefore, the entropy generation is boosted by the increase in the temperature requirements for the process heat stream.

From this analysis, it could be thought that the temperature raise of the process heat stream could lead to an improvement of the second law efficiency as the irreversibility of the heat recovery steam generator, the component with larger effect on this parameter, decreases for higher temperatures. However, in addition to an exergy destruction analysis, it is important to take into account the utilization of the exhaust gas stream and the power produced in the turbine. Exergy flow to the cycle and power generation in the turbine decrease as the temperature is increased. Thus, albeit the smaller irreversibility in the HRSG, high temperature requirements in the heat stream lead to lower values of the second law efficiency because a larger fraction of exergy leaves with the exhaust gases without being recovered by the cycle. The exergy content of the exhaust gases is simply destroyed in the ambient without being utilized.

3.2 Rankine Cycle with Supplementary Heat Exchanger

Second law efficiency variation with process heat demand and temperature are shown in Figure 7. Similarly to what occurred with the simple Rankine cycle configuration, second law efficiency decreases as the process heat demand is raised. However, temperature has no effect on this parameter as it can be clearly observed. In addition, and as it could be expected from the non-variation of the second law efficiency with process heat temperature, irreversibility in each of the cycle’s components is also independent from the process heat temperature. This behaviour may be observed in Figure 8a.

Invariance of the second law efficiency with process heat temperature can be explained from an optimization perspective. Described before, during the optimization procedure, the outlet temperature required for the process heat stream is fixed while the amount of demanded heat is set as an equality constraint. When the required temperature is the lowest, i.e. 50 °C, a maximum for the efficiency is found with an associated temperature at the outlet of the HRSG of the exhaust gases close to or above 400 °C. Thus, when the temperature requirements are increased, the same optimum point, which is the best possible point for the established conditions, is achieved since the energy contained in the exhaust gases at the outlet of the HRSG is enough to produce the demanded heat at higher temperatures. The obtained results lead to the same thermodynamic cycle. Consequently, as the objective function is the produced power in the turbine divided by the exergy content of the hot stream at the inlet of the HRSG (see Eq. 1), the second law efficiency does not change.

Identical thermodynamic cycles for different process heat temperatures imply that the pressure ratio in the turbine and the pressure difference in the pump do not change. Therefore, according to Eq. 8 and Eq. 9, exergy destruction in both components does not vary with the temperature of the process heat stream.

On the contrary, the irreversibility in the supplementary heat exchanger does change with the process heat temperature as it can be observed in Figure 8b. Different temperature in the process heat stream implies that, for the same hot inlet temperature in the supplementary heat exchanger, distinct temperature differences occur along the
component. Hence, the higher the process heat temperature requirements the smaller the "overall" temperature difference and the irreversibility in the component. This behaviour is explained mathematically by Eq. 13.

Heat demand has a clear linear influence in the second law efficiency of the power plant and in the irreversibility in each component. On the contrary to what occurred for the simple Rankine cycle, exergy destruction in all cycle components decreases with the increase in the heat demand. Big changes in the high and low pressures of the cycle do not occur and hence the irreversibility is reduced as the heat demand is raised. Heat transferred in the heat recovery steam generator and the condenser decreases as the heat demand increases. Eq. 13 shows the linear relation between heat transferred and entropy generation (and consequently exergy destruction), and hence it can be understood why the irreversibility in these heat exchangers is decreased as the process heat demand increases. The "overall" hot temperature and thus the temperature difference are higher for larger heat demands, however, this effect is clearly outbalanced by the changes in the heat transfer. The weight of the heat transfer increase in the entropy generation and the linear behaviour it produces is easily observable in Figure 8.

3.3 Configuration Comparison

From the previous discussions in the sections above two distinguishable behaviours may be observed. The simple Rankine cycle is affected by both process heat demand and temperature since this heat is produced in the condenser and consequently affects the thermodynamic cycle directly. On the other hand, having a supplementary heat exchanger after the HRSG together with the low temperature requisites allows the second configuration to be independent of the process heat temperature. This feature could be regarded as an advantage for the second configuration but, due to the requirements imposed during the optimization, the cycle design is strongly penalized, reaching much lower efficiencies (both first and second law) than the simple Rankine configuration.

From the efficiency definitions and the results presented it can be deduced that the simple Rankine configuration produces more electric power than the configuration with supplementary heat exchanger for an equal set of process heat requirements. Larger irreversibilities are found in the components of the first cycle than in the second one for this reason, as more working fluid is circulating, more power is produced in the turbine, more power is consumed by the pump and larger temperature differences are encountered along the HRSG and the condenser. Exergy destruction is thus concentrated in the supplementary heat exchanger in the second configuration, being its magnitude almost as large as all the irreversibilities of the cycle’s components in the simple Rankine cycle configuration.

4 Conclusions

In this work two different configurations of a combined heat and power plant were proposed for waste heat recovery applications. The first configuration produced the process heat in the condenser by utilizing a back-pressure steam turbine. In the second alternative, a supplementary heat exchanger after the heat recovery steam generator was considered. An optimization procedure of each cycle for different process heat demands and temperature was done in order to obtain the best possible design for each case. The second law efficiency was employed as the objective function and, in addition to the thermodynamic states, the irreversibility was calculated in each component.
Both qualitative and quantitative analyses from a second law perspective were done for both power plant configurations. It was found that in both cycles the HRSG design was the main source of entropy generation due to the large heat that was transferred and the big temperature differences. However, when the second power plant configuration was analysed, the largest irreversibility occurred in the supplementary heat exchanger as a consequence of the large heat transferred and the temperature difference. Heat demand, and not process heat temperature, was the process heat parameter that had the largest effect on both efficiencies, being the variable that limits the most the power generation in the steam turbine.

The power plant with supplementary heat exchanger was independent of the process heat temperature due to the nature of the optimal solution, leading to poor efficiencies and low power production. As a consequence, the simple Rankine cycle is considered as the best of the two proposed alternatives because it does not only have better first and second law efficiencies but it is also able to generate more power for a specific process heat.
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Abstract

The digital twin offers a potentially powerful way of using simulation to support business and change the way industrial operations are done. The idea of the digital twin is not new but recent changes in information technology make implementation of digital twins a natural next step in the application of simulation technologies. Simulation practitioners will find that their models are increasingly embedded in complex systems that combine simulations with operational data to solve a business problem. However, the successful adoption of this approach is challenging. This paper asks the question: “How can digital twins be made sustainable, maintainable and useful?”. We focus primarily on the development of twins in the oil and gas industry. Most academic work in this area has been done in the manufacturing industries. We review this literature and propose a simple model of digital twins. This allows us to identify challenges with current implementations and propose a research agenda that will allow future twins to be sustainable, maintainable and usable.

Keywords: digital twin, semantics, integration, on-line simulation, Industrie 4.0, hybrid analytics.

1 Introduction

The digital twin is one of the buzzwords of the last year. For example, Gartner group identified digital twins as one of the top ten strategic technology trends for 2017 (Panetta, 2016) and 2018 (Panetta, 2017). As Gartner themselves note, the idea of a digital twin is not new, as the discipline of engineering simulation is at least thirty years old. Klostermeier, Haag & Benlian (2018) attribute the twin concept to researchers in NASA, with roots back into the Apollo program. They also note that the digital twin may be seen as a fourth milestone in the application of simulation technology, as shown in Figure 1. This model is useful, but it obscures work done in the last decades where simulations were aligned with operational data to solve localized control and monitoring tasks.

Figure 1. Milestones in simulator application (from Klostermeier et al. (2018))

For example, in the oil and gas sector, it is now twenty years since the first implementation of an on-line flow assurance system (Hyllseth & Cameron, 2003). This provided a digital twin of a multiphase pipeline from the Oseberg field in the North Sea.

As simulation and automation engineers, we should welcome this new, high level focus on using simulation to support operational decisions. However, we see that there are important issues related to sustainability, maintainability and usability that must be addressed if digital twins are to realize their potential in industrial operations. This paper presents these challenges and proposes a program of research, standardization and best practice that addresses them.

We propose the idea of a semantic backbone that supports the integration of several different types of digital twin application around a shared understanding of a facilities design. To be successful, this backbone will need to find a pragmatic balance between comprehensiveness and maintainability. It will also need to build on standards in a way that prevents reinvention of the wheel and allows modular construction of semantic models.

A successful digital twin also requires the correlation of structured data from designs, measurements and simulations with unstructured data from logs and documents. In addition, there remain many issues to be resolved around hybrid modelling: the linkage between data science - applied statistics and empirical modelling - and physical and engineering simulations. Our conclusion is that useful digital twins require the building of an interdisciplinary collaboration between computer scientists, data scientists and their engineering and operational colleagues.
2 Materials and Methods

This paper builds on the authors’ own and diverse experiences in the field of integration of complex technical systems and online simulation. Each author brings a different perspective to the problem. One of us is a computer scientist, while the other two are chemical engineers with experience from developing and implementing on-line simulation systems. The analysis is supported by a literature search performed around Industrie 4.0 and digital twins (in English and German) using ScienceDirect, OnePetro and Web of Science, with a focus on recent papers.

Digital twins have been identified as a core research topic by the SIRIUS Centre for Research-Based Innovation. This centre held a workshop on digital twins, with participants from oil companies, system vendors and consultancies on 20th March 2018. This paper is a partial summary of discussions at this meeting.

3 What is a Digital Twin?

3.1 Defining a Digital Twin

As noted above, the digital twin term had its origin in the American aerospace industry. Thus, the Defense Acquisition University defines a digital twin to be “An integrated multi-physics, multi-scale, probabilistic simulation of an as-built system, enabled by Digital Thread that uses the best available models, sensor information, and input data to mirror and predict activities/performance over the life of its corresponding physical twin.” (DAU, 2018a). This definition references another concept, namely the digital thread. This is defined as “An extensible, configurable and component enterprise-level analytical framework that seamlessly expedites the controlled interplay of authoritative technical data, software, information, and knowledge in the enterprise data-information-knowledge systems, based on the Digital System Model template, to inform decision makers throughout a system’s life cycle by providing the capability to access, integrate and transform disparate data into actionable information.” (DAU, 2018b). This definition then points to a specific data model, namely the Digital System Model, which is “A digital representation of a ... system, generated by all stakeholders that integrates the authoritative technical data and associated artefacts which define all aspects of the system for the specific activities throughout the system lifecycle” (DAU, 2018c).

We can work this definition into the framework shown in Figure 2. In this figure we use concepts from the oil and gas industry to identify the parts of a twin.

Three types of data must be coordinated in a digital twin: (1) measurements of a system and its surroundings, (2) a description of the system’s configuration and construction (the asset configuration) and (3) simulations and analyses of the system. We combine these three data sources to produce information about the system state that is useful for one or more users of the system.

For an oil platform or process plant, the asset configuration is contained in a Life-cycle Information (LCI) system. This allows a digital twin to exploit the virtual reality possibilities of a detailed 3D geometric model. Measurements come from the facility’s control and automation system, specialized monitoring systems and the laboratory information management system. Many types of simulation and analysis are possible. We need to ask, what are we simulating? Are we interested in structural integrity? Then we need a structural simulation. Are we interested in process behaviour? Then we need a dynamic process simulator. Are we interested in the state of rotating equipment? Then we need an analysis tool that finds events in vibrational, temperature and tribology data.

3.2 Digital Twins in Oil and Gas

Explicit references to digital twins in the oil and gas industry are few and are often high-level, non-technical presentations. This may be due to the term only having come into use in the last few years, as a commercial term to transfer technology from the “digital sector”. Poddar (2018) defines a twin as a “virtual and simulated model or a true replica of a physical asset”. What a true replica is, is left undefined. A list of design, operations and optimisation applications is given without examples and commercial integration platforms are listed. Sharma et al. (2017) give a longer but similar presentation. They describe a twin of a supply boat that can be used to optimise operations and maintenance. They also note
that a twin can support real-time barrier analysis for risk assessment.

A recent textbook on digital oil and gas technologies (Carvajal et al., 2018) does not mention digital twins. However, the concept is implicit in the on-line use and updating of an integrated asset model (p236ff) and in introducing the not-yet-realized concept of a closed loop asset model (p336). They point out challenges in implementing such a framework. We will return to this in section 4.

An early description of on-line integrated asset surveillance is given by Deaton et al. (2007). Their list of challenges is still valid: disparate data sources, non-integrated and unfiltered data. They note that data problems can be overcome, but a successful system requires embedding in the operators work processes.

Ten years later, Sankaran et al. (2017) describe Anardarko Petroleum’s implementation of an integrated performance and optimization system that integrates control data and telemetry with simulation and optimization to support operational decisions. They noted that care and system design was needed to ensure that the application remained scalable and maintainable.

Digital twins for specific disciplines, such as structural and marine performance of floating platforms (Renzi et al., 2017), drilling fluids in a well (Mayani et al., 2017) and flow assurance in a gas pipeline (Lunde et al., 2013) emphasise further that the idea of the digital twin is not new. What is new is the idea of the comprehensive, interdisciplinary twin.

3.3 Digital twins in manufacturing

As noted above, the digital twin had its origin in manufacturing, in particular aerospace. It is therefore worth looking at the literature from this domain in considering how digital twins can work in the oil and gas domain. Digital twins in manufacturing focus on a product and its lifecycle, from concept generation and to recycling or disposal (Tao et al. 2017). A digital twin can make a product smart, personalized, sustainable, green, and service-oriented in an interconnected and interactive way (Tao and Zhang 2017). In oil and gas, we rather focus on the asset and its lifecycle, from concept through engineering, procurement and construction to operations and, eventually decommissioning.

The data for a product twin comes from the design and from the production process. Production data includes equipment states, materials and work-in-process. It is collected in real-time from RFID tags, sensors, actuators, controllers, lasers, vision systems, scanning systems and coordinate measuring machines. (Tao and Zhang 2017, Grievs 2014).

This product focus is supported by product life cycle management (PLM) systems. This approach was first proposed by Grievs in 2003 (Mayani et al., 2018; Grievs 2014; Grievs and Vickers 2017). Industrie 4.0 is a German initiative in developing and applying cyber-physical systems in manufacturing (Lu 2017, Trappey et al. 2017). The digital twin is a core component in these systems (Uhlmann, Hohwieler, and Geisert 2017, Parrott and Warshaw 2017). These authors note that two types of twins can be built: a product twin, that simulates the product’s form and function, and a process twin that simulates how a product is made. These twins converge for the digital twin or an oil and gas platform.

According to Tao et al. (2017), a digital twin is a real-time reflection of a physical system in virtual space, as per the DAU definition above. It can interact and converge with historical data, interacts seamlessly with real-time data and updates its models continuously (self-evolution). In the conceptual design phase, a digital twin can give quick overview of the different product-related data and customer’s feedback, enable communication between customers and designers, and thereby, help the designers to determine the product functionalities. At the detailed design phase, the digital twin enables repeated simulation tests and ensure that the desired performance is achieved for the product design scheme and the production line. At the verification stage the digital twin allows virtual verification of the different aspects of the product, and thereby cut costs for extensive physical verification and testing.

A wide variety of architectures have been proposed for digital twins (Tao and Zhang 2017, Alam and Saddik 2017, Uhlemann, Lehmann, and Steinhilper 2017, Yun, Park, and Kim 2017, Rosen et al. 2015, Parrott and Warshaw 2017). It is difficult to find a consensus architecture, but we can see that digital twin is placed in the automation hierarchy between level 3 and 4, as shown in Figure 3.

![Figure 3: Digital twins in the automation hierarchy.](https://doi.org/10.3384/ecp181539)
compared with design data and is used to drive simulations of product and process behaviour. Results from these analyses are sent to the information and data analysis system of the manufacturing process to provide recommendations to operators and management.

Peer-reviewed papers on digital twins seem to focus on the mechanical behaviour of single products. Thus, Schroeder et al. (2016) report a very simple digital twin for a valve. The different components of the valve including sensors and actuator, were modelled using an AutomationML tool. The data was made available for the user applications via FIWARE middleware. Cai et al. (2017) presented a digital twin for a CNC machine. The graphical simulation of the machine was CAD modelled in SolidWorks software, transferred into STL format and the graphical simulation was created with OpenGL library. The manufacturing data and sensory data were stored in a PostgreSQL database. Analytical tools were used to monitor the operation conditions, extract machining features and to predict product characteristics.

The opposite extreme of a manufacturing digital twin is the F35 digital twin. West and Blackburn (2017) describe the ambitions of Lockheed and the US government to build an on-line structural and functional model of each F35 fighter and its components. West and Blackburn’s analysis is deeply sceptical to the feasibility of this approach. It is simply too complex and too computationally intensive. We will return to these challenges in the next section.

So, what can we learn from the manufacturing industry? Manufacturers of the components in and oil and gas platform – instruments, valves, pumps, compressors, transformers – will offer twins of these components that will support capture of operation data for improving designs and optimising maintenance. These individual product twins will need to be incorporated into the oil company’s facility or process twin. The facility twin, on the other hand is more than the sum of its components. It will need to simulate the processing of oil and gas, the electrical, mechanical and structural behaviour of the facility. This integration of diverse and complex components into a complex system is difficult.

4 Challenges in digital twins

We noted above West and Blackburn’s justified but slightly polemic scepticism to the F35 digital twin. We share some of their fears. A digital twin of an oil and gas facility is a complex system. It requires the integration of a patchwork of different solutions from multiple vendors.

In this section we will describe eight challenges that need to be addressed to allow digital twins to fulfil their promised potential.

1. Business Models, Security and Confidentiality. The first challenge is to find a business model that is sustainable. Who benefits from a digital twin? We believe that all participants in the supply chain can benefit from digital twins. However, this requires clarity in the sharing of data and new models for procurement of facilities and services. An operator has a strong incentive to have a comprehensive twin for monitoring and optimization. It is linked to their license to operate. They are responsible for the asset and its data. Vendors can benefit from using operational data in their product twins. This sharing and collaboration for simulation and analytics is a good thing. However, mechanisms must be found for fair rewards, allocating responsibility, ensuring secure access and protecting IPR.

2. Work practices. The digital twin can change work practices, but only if it offers the users tangible and measurable benefits. The user must be convinced that the system gives benefits, is safe and is usable. The twin must help, no hinder. Carvajal et al. (2018, p236) also pointed to this challenge: the digital twin must support the engineering and management organization.

3. Scope. A digital twin that aims to do everything is likely to do nothing well. We need to use fit for purpose modelling, and the principle of parsimony (i.e. just enough for functionality, but no more). However, we cannot do this at the cost of capturing necessary interactions and interdisciplinary effects. We need to support models with different granularity, that allow a user zoom in on the digital twin as needed. We also need different, but consistent models for processes with widely varying time constants, e.g. compressors (milliseconds) compared with a multiphase pipeline (days) or a reservoir (weeks).

4. Usability. How do I, as a user, get the information I need without being distracted by the information I do not need? How can I do this quickly and easily? A comprehensive digital twin has multiple concerns and can produce massive amounts of data. A specialized user must be able to find the information she needs quickly, easily and without distraction.

5. Integration. A digital twin will consist of many data sources and simulation models. How can we connect different models together without creating a “point-to-point nightmare”? Many vendors are offering platforms for data integration (Poddar, 2018). Commercial platforms are offered by vendors as diverse as GE, SAP, Siemens, Kongsberg, DNV GL, Schlumberger and Cognite (just to focus on the Norwegian market). An operating company will have to cope with several vendor platforms, both proprietary and open access, in addition to their own, internal platform. Carvajal et al. (ibid.) note that data is stored in “disparate locations, are in structured and unstructured formats, are not linked to a common data base, span long production and acquisition times, and have not been adequately and consistently quality checked”.

https://doi.org/10.3384/ecp181539
6. Maintenance. A digital twin is a complicated software and hardware system. How can the maintenance of the necessary data, software and hardware be cost-effective? As noted above, a twin combines life-cycle information, measurements of the asset state and simulations. All these must be maintained so that they reflect the as-built state of the facility. They must be included in the facility’s management of change.

7. Computational overload, edge and cloud. A comprehensive digital twin will require extensive computational resources. These resources will likely be distributed over a hybrid cloud that combines private clouds with vendor platforms and HPC resources. This system needs good design and operation to work. This design will need to carefully define what should be done at the edge of the system and what is done in the cloud.

8. Uncertainty, Validation and Data Science. Finally, a digital twin is only as good as the data and models used in the system. Data must be cleaned and reconciled. Models must be validated and tuned to ensure that they follow the state of the facility. Even “first principles” models must be tuned. Setting up effective methods for tackling uncertainty and model alignment should be a fruitful area for collaboration between control and process engineers and the data science community.

5 A research program for digital twins

How can digital twins be made sustainable, maintainable and useful despite these challenges? We believe that a solution will collaboration between computer scientists, control and simulation engineers, data scientists and end-user technical specialists. Here we will present the computer science and data science parts of solution. This research program combines the sub-disciplines of knowledge representation, natural language technologies, formal methods, scalable computing and data science. This knowledge of technologies must be informed by the deep domain knowledge that is embedded in the digital twins’ simulation models and is owned by the facility’s engineers – chemical, petroleum, mechanical, electrical and control – and managers.

Challenges related to scope, usability, integration and maintenance can be addressed if we adopt a semantic backbone that supports the integration of several different types of digital twin application around a shared understanding of a facility’s design. To be successful, this backbone will need to find a pragmatic balance between comprehensiveness and maintainability. It will also need to build on standards in a way that prevents reinvention of the wheel and allows modular construction of semantic models.

Recent advances in the construction of ontologies using templates (Forsell, 2017) promise to allow this.

Simulation providers can use these ontologies to allow exchange of model configurations with engineering databases and the exchange of calculated results with the monitoring and optimization layers of the digital twins. Point-to-point connections through tag cross-reference lists can be replaced with declarative mappings – where data in the simulation results or configuration is mapped to items in the semantic backbone.

Pragmatic standards are needed. Unfortunately, semantic standards such as ISO15926 have not lived up to their promise as tools for integration and data exchange. This is partly due to a lack of tool support and to a choice of technology, Express, that became dated and hampered progress. We also believe that the standard development attempted to be comprehensive at the expense of solving smaller, realistic problems along the way. Semantic models used by our group aim to take the best from ISO15926 where it is possible. We also will take account of the industry initiatives in DEXPI (www.dexpi.org) and CFHOS (http://uspi-global.org/).

Good semantic models can also address the usability problem. Mapping data to concepts that are used by the end-user allows automatic generation of graphical interfaces that meet a specific user’s needs. The OptiqueVQS (Soylu et al., 2018) framework is just such a tool. Our research group is working further with this approach to implement faceted search (Klungre & Giese, 2017).

A successful digital twin also requires the correlation of structured data from designs, measurements and simulations with unstructured data from logs and documents. This requires the structured data to be interpreted and transformed into structured data in the process model. There are now many commercial and academic tools for parsing and processing text. The IBM Watson framework is one such commercial offering (Chen et al. 2016) and can be used to parse and process texts. However, language algorithms that are trained on general data sets do not perform well when confronted with oil and gas terminology. A process of domain adaption is needed to improve performance. This process is made difficult by the smaller corpuses of data that are available for training. The SIRIUS centre is working on this domain adaption challenge, with promising results and good performance in solving standard challenge problems (Nooralahzadeh, Øvrelid and Lønning, 2018).

The challenges of maintenance and computational overload can also be addressed through using formal methods to design and monitor the deployment of a digital twin. As we noted above, a digital twin is a collection of interacting computational components, deployed across one or more cloud platforms and including edge devices. The behaviour of this system is
difficult to predict, especially at design time. However, simulation tools for the computer systems themselves can be used to test different deployment plans and resolve challenges. The same model can also be used as a monitoring tool for the deployed system – a digital twin of the digital twin (Johnsen, Lin & Yu, 2016).

Finally, there remains the challenge of uncertainty, validation and data science. The digital twin is built on models. To quote George Box (Box, 1979), all these models are wrong, but some are useful. A digital twin will contain many models. Some will be based on physical principles: structural, geometrical and process simulations. Others will be purely empirical, based on machine learning. These models must be validated against observed facility behaviour and aligned so that they mirror observed normal behaviour. Aligning models to observed data is difficult and requires an art. Finding out whether a discrepancy is due to an error in data, a wrong parameter, poor model structure or an actual malfunction in the facility requires a good understanding of the facility and well-developed judgment. This is true whether the models a rigorous physical model or a machine-learnt empirical representation.

A maintainable digital twin will contain structured tools that allow validation and tuning of all the models in the system. We believe that hybrid analytics – the combination of data science with physical and engineering simulations – is a valuable and fruitful area of research. Machine learning can benefit from being constrained by the laws of physics, while the laws of physics contain parameters that are uncertain or expensive to measure. Good statistical practice is needed in the engineering communities and engineering knowledge is needed among data scientists.

We are working on two problems related to data science for digital twins. The first of these is related to data access. Data science projects in industry are currently not scalable. Each new implementation needs to start from scratch, finding data, checking it and making it available. Our proposed semantic backbone will allow data science solutions to be rapidly transferred to similar sites in an organization (Kharmalov et al., 2017).

The second area of research is related to the use of sensor data in data science. When a data scientist talks about streaming data, they usually mean a sequence of discrete event records – like tweets or sales transactions. The stream of data from analogue sensors is subtly different. The underlying signal from a sensor is continuous. The process of digitization itself introduces uncertainty and error in the calculation. Filtering and data compression provide further sources for error. Common data science frameworks expect data in vectors at common times. Production of this from a time series data base requires interpolation. All these details increase the cost and decrease the usefulness of data science work. A well-defined semantics and query tool for time-series data from sensors could solve many of these challenges.

Companies in the oil and gas sector are installing digital twins now, using commercially available platforms and siloed applications. This provides academics with an opportunity to engage with the observed problems of our colleagues in operations and maintenance. This means that we need a research program that engages with operations and today’s digital twins through pilots.

Each pilot has a narrow enough focus to be tractable. The companies we are collaborating with have linked these installations to a well-defined business case. Current pilots are ambitious: if successful they will bring previously unachieved levels of interdisciplinarity, effectiveness and access to data in design, operation and maintenance. At the same time, the pilots are focused on one specific business problem. By working with existing pilots and proposing new pilots we plan to establish a virtuous cycle, where shortcomings in today’s technology and methods can be filled with research-driven innovations.

6 Conclusion

This paper has attempted to give a synthetic overview of an important, if hyped, element of today’s digitalization landscape. The digital twin is, in many ways a rebranding of several generations of on-line systems for simulation and decision support.

Marketing and vendor communication is raising expectations about digital twins. We welcome this interest and believe that it gives an opportunity to integrate operations technology and information technology. However, we also believe that implementing digital twins is inherently difficult. Solving the challenges that we have identified will require the best efforts of many computer scientists, data scientists, engineers and managers. The role and importance of simulation can only be expected to grow in the next decade. Our research agenda can help ensure that we do not disappoint our managers.
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Abstract
This paper dealt with simulating a typical occupied office equipped with displacement ventilation using CFD method. The STAR-CCM+ commercial software was employed for performing the simulations in order to analyze the trend of the indoor air temperature profile in the office occupied space. Understanding this trend is a key parameter to ensure that the occupants are comfortable and thereby further conclusions on energy efficiency could be extracted. The simulations were carried out for incompressible, turbulent, and constant property air flow in the steady state condition. The results showed that increasing the number of occupants, while Archimedes number was constant, would increase the throw length of the incoming cold jet leading to an overall lower temperature profile for the case with five occupants.

Keywords: Ventilation, CFD, Archimedes number, Temperature stratification

1 Introduction
Ventilation system effectiveness plays a prominent role in the improvement of indoor air quality (IAQ) of buildings (Sundell, 1988). In modern societies, people spend a lot of their time (on average more than 90%) in indoor environments (Bruinen de Bruin, 2008), therefore the need for good IAQ is considered as imperative. In addition, ventilation stands for 20% to 40% of total building energy use in modern countries (Pérez-Lombardm, 2008). This can undeniably justify the importance of special care for mechanical ventilation system, especially in countries characterized with cold climate such as Norway, where using natural ventilation is seldom possible.

There are two common methods implemented in ventilation systems for replacing the used air with fresh air: mixing and displacement ventilation. The mixing ventilation has the capability to remove considerable amounts of excess heat without risk of draft and the air temperature is almost well mixed (Hestnes and Eik-Nes, 2017).

In displacement ventilation, the system delivers fresh air directly to the occupied zone leading to an efficient removal of pollutants and excess heat. However, this results in a thermal stratification of air in the occupant zone that in turn may cause discomfort if the gradient exceeds a certain level (Nielsen, 2000). Therefore, understanding the air temperature profiles and the influencing parameters are crucial to assess the comfort conditions in displacement ventilation systems.

Modelling of temperature and velocity flow fields is challenging in ventilation systems. It requires a knowledge of both 1) impact of each room component on the room physics, and 2) the interaction of all of these effects simultaneously. Nevertheless, Computational Fluid Dynamics (CFD) is a well-established method and has proven its competence in simulating the ventilation system performance (Nielsen, 2009; Menchaca-Brandan et al, 2017).

As a common practice in most of CFD studies, a set of dimensionless parameters are defined to better investigate the effect of a parameter on the flow field and thermal stratifications. Using the dimensionless parameters will make the results functional for all the parameter combinations as long as they do not influence the physics of the flow in the room, e.g. they do not change the turbulence regime to laminar and vice versa etc. (Sonin, 2001).

The dimensionless parameters that are often considered for studying the flow field characteristics, e.g. vertical temperature gradient and velocity distribution are the Archimedes, Reynolds, and Prandtl numbers. Previous numerical and experimental studies demonstrated that the effect of Reynolds and Prandtl numbers are trivial on the temperature variation especially in displacement ventilation (Nielsen, 1988). However, the Archimedes number has shown a great potential to affect the thermal stratification considerably (Nielsen, 1988; Corgnati et al, 2009). The Archimedes number is defined as Eq. (1).

https://doi.org/10.3384/ecp1815317
\[ Ar = \frac{g \beta \Delta T h}{u^2} \]  
(1)

where the \( g \) is the gravity acceleration, \( \beta \) is the air volume expansion coefficient, \( u \) is the supply velocity, \( \Delta T \) is the temperature difference between outlet and inlet, and \( h \) is the height where the supply terminal is placed (Nielsen, 1988). In order to better predict the thermal stratification (Menchaca-Brandan, 2012) considered the following model:

\[ Ar = \frac{g \beta \Delta T h^3}{u^2 A_s} \]  
(2)

where \( A_s \) is the area of supply terminal.

This paper examined the effect of the Archimedes number on the air temperature stratification and velocity distribution in a typical occupied office equipped with displacement ventilation using CFD. The most important contribution of this study was to indicate how CFD could be used to investigate the combined effect of different heating rate due to occupancy and Archimedes numbers (for high buoyancy and high supply momentum) on the air temperature stratification and velocity distribution. The aim was to test the capability of the simulation software in capturing the phenomena happen in extreme condition.

2 Methodology and case study

2.1 Geometry specifications

In order to study the effect of different parameters on the temperature stratification, the office building model proposed by (Menchaca-Brandan, 2012) was used. The building is an open plan office. Due to symmetry, only one repeating part of the open plan office was considered for simulations in order to reduce the computational cost. The office was ventilated using the displacement method.

Figure 1 shows the geometry and dimensions of the model used for CFD simulations. The room has two inlets and one outlet. The outlet area was fixed (2 m width and 0.2 m height) and its upper edge was placed 0.1 m from the ceiling. The inlets were placed 1 m from the floor with constant total area of 0.06 m².

The heating source was a seated occupant modelled as a cylinder with round-top shape having 1.13 m height and 0.62 m diameter and located centrally in the office (Menchaca-Brandan and Glicksman, 2011). Three and five (Figure 1) occupants were considered for simulations. In both cases, the distance of the first occupant was 2 m from the inlet wall and the distance between each one is 2 m and 4 m in the case of five and three occupants, respectively.

2.2 CFD model

The commercial code STAR-CCM+ (Version 12.04.010) was used for the numerical solution of the RANS (Reynolds-Averaged Navier-Stokes) and energy equations. The software has In-Situ Adaptive integral Tabulations and a number of other methods to speed up computation. The whole CFD workflow including CAD, meshing, solving, optimization, and post-processing can be automated in one macro. The software solves the RANS equations in their integral form, by means of Finite Volume (FV) method. The simulation cases were run in steady state condition. The segregated solver was chosen that uses the SIMPLE pressure-velocity coupling algorithm where the mass conservation constraint on the velocity field is fulfilled by solving a pressure-correction equation. It should be noted that the segregated solver has its roots in constant-density flows (STAR-CCM+ User Guide, 2017).

In order to check if the steady state condition was reached, the mass flow rate difference between outlet and inlet as well as the outlet temperature were monitored during the simulations, which the first one should be approximately zero and the latter should be nearly equal to the outlet temperature calculated from energy conservation equation.

2.2.1 Boundary conditions

Figure 2. indicates the boundary conditions of the CFD model implemented in STAR-CCM+. At inlets, a constant air velocity boundary condition was defined. The inlet temperature was 19°C. The outlet was modelled as pressure outlet with zero gauge pressure. Due to symmetrical conditions, the side wall surfaces of the office were modelled with symmetry boundary condition as shown in Figure 2. Ceiling was considered as the surface with constant heat flux of 8 W/m² (around 25% of total heat flux in a typical office) representing heat gain due to lighting (Menchaca-Brandan, 2012). Other walls and surfaces were considered adiabatic. This study focused on the ventilation during working hours. The heat gain due to occupant was modelled as a heating source emitting a fixed amount of 120 W, which
is associated with a seated person with metabolic rate 1 Met (Fanger, 1972).

2.2.2 Simulation specification

The flow regime was considered fully turbulent. Therefore, the Shear Stress Transport k-omega (SST k-\(\omega\)) turbulence model was adopted for simulations due to its decent performance regarding supply jet behavior, prediction of buoyancy turbulence interaction, and temperature stratification in ventilated buildings (Gilani et al, 2016). The computational domain discretization was obtained by means of a polyhedral-shaped mesh (Figure 3a). It is numerically more stable, less diffusive, and more accurate than an equivalent tetrahedral mesh (STAR-CCM+ User Guide, 2017). In order to perform a grid independence study, four meshes with 2033458, 1203867, 526027, and 119742 cells were investigated. The mesh with 1203866 cells was chosen, giving lesser computational time, because the maximum discrepancy between the temperature value for this mesh and the largest mesh with 2033458 cells was less than 2.5%, as shown in Figure 3b. An inflation layer around the surface was also used to capture high gradients generated within a small region near the walls and surfaces accurately with a \(y^+\leq 5\). Figure 3c illustrates the frequency of \(y^+\) near the heating source surfaces. Maximum frequency of \(y^+\) occurs at \(y^+\sim 0.023\), which is much less than 5 indicating the mesh properly resolved the viscosity-affected region near the wall and recaptured the heat transfer from surfaces to the flow in the human thermal plume. The radiation was modelled using surface to surface (S2S) model behaving the air as transparent to radiation. The emissivity of all walls was defined to be 1 owing to typical materials used in an office have usually an emissivity approximately 1 (Menchaca-Brandan, 2012).
2.3 Validation and verification

The method was validated by previous experimental and numerical studies. The first simulation was performed in order to replicate the experimental results of an air flow in a rectangular room in the presence of radiation (Figure 4a) (Olson et al. 1990).

\[ Ra_L = \frac{g \beta (T_{\text{hot}} - T_{\text{cold}}) L^3}{v\alpha} \]  

Where \( L, v, \alpha, \) and \( \beta \) are the length of the room, kinematic viscosity, thermal diffusivity, and thermal expansion coefficient of the air, respectively. According to the calculated Rayleigh number in Table 1, the flow was considered turbulent.

Table 1. Experimental setup used by (Olson et al, 1990)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Room Length (( L ))</td>
<td>7.9 (m)</td>
</tr>
<tr>
<td>Room Width (( W ))</td>
<td>3.9 (m)</td>
</tr>
<tr>
<td>Room Height (( H ))</td>
<td>2.5 (m)</td>
</tr>
<tr>
<td>( T_{\text{hot}} ) (Temperature of cold wall)</td>
<td>36.6 (°C)</td>
</tr>
<tr>
<td>( T_{\text{cold}} ) (Temperature of hot wall)</td>
<td>19.9 (°C)</td>
</tr>
<tr>
<td>Rayleigh number ( (Ra_L) )</td>
<td>6.98×10^{11}</td>
</tr>
</tbody>
</table>

Figure 4b shows the comparison of present numerical simulation with previous experimental and numerical works. As it can be noted, the present numerical method fairly replicates the experimental results, even better than previous numerical study especially for the points near the ceiling. This shows that STAR-CCM+ can be used to study displacement ventilation in an office building, where both the radiative and convective heat transfers are present.

2.4 Archimedes number analysis

Four cases were considered for simulations in terms of combination effects of two different Archimedes number and two different heating rates. Two sets of three and five number of occupants were considered. Furthermore, two Archimedes numbers of 60 and 0.5 were selected. In order to better interpret these combined effects, the Archimedes number was rewritten using energy conservation equation in the space as follows:

\[ Ar = \frac{g \beta \dot{Q} h^3}{\rho c_p v^2 A_I^2} \]

where \( \dot{Q} \) is the total heat gains in the room. The geometric properties in Eq. 4 (\( h \) and \( A_I \)) were considered constant. Therefore, with regard to the selected Archimedes number, the inlet velocity in each simulation case was chosen so that the supply volumetric air flow rate was always kept higher than the
minimum standard air amount for Norwegian non-residential buildings (TEK17).

Temperature profiles were measured at three different measuring planes, located at 5 m, 9 m, and 10 m from the inlet wall respectively (see Figure 2). Temperature gradients were compared using the following dimensionless form:

\[ \theta_{\text{air}} = \frac{T - T_{\text{in}}}{T_{\text{out}} - T_{\text{in}}} \]  

(5)

3 Results and discussion

Figure 5 indicates the effect of different Archimedes number and different number of heating rates on the dimensionless temperature variation. As can be seen from Figure 5, at high Archimedes number (cases (c) and (d)), there almost existed a two-structured zone with lower stratified temperature profile in the occupancy zone and upper destratified temperature profile formed due to convective effect of human thermal plume. However, at the low Archimedes number (cases (a) and (b)), the higher velocity of supply jet mixes the cold supply air with thermal plume of heating rate causing the uniform temperature zone to be distorted and the temperature near the ceiling to increase. Furthermore, a higher heating rate (more occupants) would result in a lower air temperature value in the space when the Archimedes number is kept constant (compare the cases (c) and (d)).

Figure 6 illustrates the combined effect of heating rate and the Archimedes number on the velocity distribution in the office space. At the low Archimedes number, the inlet supply air moving across the space reached the outlet wall and rises to higher heights and then return to the inlet until it is entrained by the supply air flow. This phenomenon is less pronounced at the high Archimedes number, since the lower velocity of supply jet returning from the outlet wall cannot overcome the human thermal plume rise. It is worth noticing that the simulation tool could properly capture the recirculating zones created due to interaction of the human plume and the cold supply jet.

Figure 7 indicates the development of temperature profile for different Archimedes numbers and heating rates. Due to high velocity of the supply jet, the low Archimedes number shows a larger overall vertical temperature variation than the high Archimedes number. Increasing the number of occupants, while Archimedes number was constant, would increase the throw length of the incoming cold jet leading to an overall lower temperature profile for the cases with five occupants. In addition, the air temperature near the floor was higher than its neighbor region due to radiation from the ceiling.

Figure 8 indicates the vertical temperature variation in three measured planes in one specific case. Temperature near the floor was lower at x=5 m compared to the other cases due to the effect of the cold supply jet. Likewise, the temperature near the ceiling was higher at x=5 m owing to the fact that the cold
supply jet after reaching the outlet wall returned to the inlet and was mixed with the thermal plume near the ceiling and was accumulated near the inlet wall until it was entrained by the supply jet. The temperature variation, in general, in the occupancy zone was less at x=9 m and 12 m compared to x=5 m, because it was less influenced by the incoming cold jet at these planes.

The effect of cold supply jet for different Archimedes numbers and heating rates is illustrated in Figure 9. At the low Archimedes number (cases (a) and (b)), the high momentum of the cold jet results in longer throw length and larger vertical temperature variation. The throw length of the cold jet in cases (a) and (b) was longer due to higher inlet velocity in these cases. However, at the high Archimedes number (cases (c) and (d)), the incoming jet fallen and reached the floor near the inlet due to strong buoyancy force of the warm air in the proximity. Consequently, a stratified layer was formed in the occupancy zone, while a convective recirculating zone was formed due to buoyancy effect of human thermal plumes in the upper part.

Figure 7. Dimensionless temperature profile at the plane x=5m

Figure 8. Dimensionless temperature profile at the planes x=5m, 9m, and 12m for Ar=0.5, N=5

Figure 9. Temperature distribution contour for cases: (a) Ar=0.5, N=3, (b) Ar=0.5, N=5, (c) Ar=60, N=3, and (d) Ar=60, N=5. Results were given along the symmetry plane.

4 Conclusion

In this study, four cases of combinations of the Archimedes number and the heating rates were investigated by means of CFD method. Simulations were performed using STAR CCM+ software. The results indicated that the high Archimedes number resulted in the dominant phenomenon of the buoyancy of convective flow induced by the human thermal plume. Therefore, two structured areas were formed in the space: a lower zone with stratified temperature profile due to interaction of the incoming cold jet and the thermal plume and an upper recirculating zone with the destratified temperature profile due to convective effect of human thermal plume. For the low Archimedes number, high momentum of the incoming jet disrupts the flow field resulting in mixing of the cold jet with convective flow of the thermal plume in the space. Increasing the number of the heating sources decreased the overall vertical temperature. Furthermore, the results indicated that the software properly captured the convective recirculating regions created by thermal plume as well as the vertical temperature gradient in both buoyant and high momentum flows.

It is worth mentioning that the present results in this study showed the capability of STAR CCM+ for numerical study of buildings ventilated by displacement ventilation. As further study, STAR CCM+ will be used to investigate the effect of the high and low Archimedes numbers in mixing ventilation systems.
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Abstract
In this CFD (Computational Fluid Dynamics) study, the turbulent flow of a non-Newtonian fluid through an industrial scale transportation pipeline is modelled in Ansys Fluent®, with a focus on the fluid solidification due to heat transfer on the pipe walls. The turbulence was modelled using two different turbulence models: a standard low-Reynolds-number k-ε turbulence Chan-Hsieh-Chen (CHC) model and a modified Malin’s turbulence model. Simulations were performed with fluid viscosity depending both on the shear rate as well as on the temperature. However, according to the simulation results, as long as the inlet fluid velocity is maintained sufficiently high (turbulent flow), the occurrence of fluid solidification is not significantly affected by the viscosity dependence on the temperature. All turbulence models show fluid solidification on the pipe walls, and not inside the pipe itself. The standard CHC model shows more pipe wall zones that are solidified, while the modified Malin’s turbulence model shows a more diffusive behavior. The latter model has an effect on the velocity distribution across the pipeline in such a way that the fluid flow between the pipelines become more evenly distributed. The simulation results of pipe insulation and liquid flow rate, on the fluid solidification were used to give recommendations of improvements to avoid blockages in the transportation pipelines in the industrial process. According to the simulation results, the use of pipe insulation can minimize the occurrence of fluid solidification on the pipe walls.

Keywords: non-Newtonian fluid, turbulent pipe flow, solidification, Malin turbulence model, CFD

1 Introduction
The solidification of fluids in pipe flows is an important topic in many practical engineering problems, especially in manufacturing industries where material phase-change may occur. The change of phase of the fluid may cause damages to the pipelines due to blockages that may eventually lead to unforeseen plant shut downs and additional cleaning procedures. Due to heat transfer the phase-change of the fluid usually occurs first on the pipe wall where a solid phase develops and increases its radial size with time causing possible pipeline blockages (Conda et al., 2004; Wei and Güceri, 1988). The modelling of this phenomenon is very challenging since they are time-dependent and factors such as flowrate and temperature directly affect its formation.

Despite the problems caused by fluid solidification in various engineering processes, very few research works about fluid solidification have been published in literature. Early studies devoted to the solidification phenomena were performed by Hirschberg (1962) and by Zerkle and Sunderland (1969). In these works, the solidification of the fluid was studied by assuming a laminar flow regime at the steady-state (Hirschberg, 1962; Zerkle and Sunderland, 1969). Wei and Güceri (1988) conducted another significant study where an attempt was made to develop a numerical model for describing the solidification in fully developed internal pipe flows. Almost 20 years later, Conde et al. (2004) have developed a 2D numerical model for describing the solidification of water, olive oil and aluminum in cylindrical ducts. Interestingly, this is the only available study where solidification in internal pipe flows was conducted using Ansys Fluent®. During the past ten years only few works were devoted to the solidification in internal flows, and these mostly focus on the enhancement of phase-change in heat pipes (Motahar and Khodabandeh, 2016; Sharifii et al., 2014). To our knowledge, only Myers and Low (2013) has published on the solidification of the non-Newtonian fluid flows in pipes. They have developed a mathematical model for the solidification of the Power-Law fluids (shear-thinning) in narrow pipes and have assumed a laminar flow regime as well as using MATLAB to solve their model equations (Myers and Low 2013).

This study investigates the solidification during fluid transport around a final stage of fertilizer particulation process. One of the challenges faced in the manufacturing of complex fertilizers is the efficient transportation of the process fluids from one stage of the process operation to the next. This relatively simple
operation can be a major issue as the fluid has non-Newtonian behavior. The complex behavior of the process fluid affects the efficiency of pumps causing pipe blockages due to pre solidification in the pipes, leading to loss of production. The understanding of this rheological behavior of the non-Newtonian fluid is of fundamental importance for proper operation of the plant. Detailed knowledge of non-Newtonian fluid solidification can also be useful for designing layout of the pipelines and for proper selection of pipe insulation to reduce the risk of pipe blockages. Hence, in this paper, the authors have contributed with the modeling and numerical simulations of the solidification of a highly non-Newtonian fluid in turbulent flow regime in 3D. The focus is on the flow of an industrial case non-Newtonian fluid through complex geometry pipelines in turbulent flow regime.

2 Model development

2.1 Solidification of the fluid

In this study, “Enthalpy-Porosity” formulation is used to model fluid solidification. This approach is based on the studies by Voller and Prakash (1987) and the method is also available in Ansys Fluent® User’s guide (2006). According to this technique, the melt interface is computed implicitly. In this method, a liquid fraction that is linked with every cell in the computational domain is used to track the interface. The liquid fraction indicates the fraction of the cell that is in the liquid state. Ansys Fluent® uses the “mushy zone” which is modelled as a “porous-porous media” in which the porosity (or liquid fraction) ranges from one to zero. When the porosity is equal to one, the fluid is in fully liquid-state, and when it is equal to zero, the fluid is in solid-like state with zero velocity (Ansys Fluent®, 2006).

The corresponding energy equation and enthalpy formulations solved in Ansys Fluent® (2006) are represented with Equation 1 and Equations 2 to 4 respectively. The liquid fraction is calculated using Equation 5 and the solution for the temperature is found iteratively using Equations 1 to 5:

\[ \frac{\partial}{\partial t}(\rho H) + \text{div}(\nabla \rho H) = \text{div}(k \text{grad} T) + S_t \]  
\[ H = h + \Delta H \]  
\[ h = h_{\text{ref}} + \int_{T_{\text{ref}}}^{T} c_p \, dT \]  
\[ \Delta H = \beta L \]  
\[ \beta = \begin{cases} 
0, & \text{if } T < T_{\text{solid}} \\
1, & \text{if } T > T_{\text{liquid}} \\
\frac{(T - T_{\text{solid}})}{(T_{\text{liquid}} - T_{\text{solid}})}, & \text{otherwise}
\end{cases} \]  

where \( \rho \) is density, \( H \) is total enthalpy, \( \nabla \) is velocity vector, \( k \) is turbulent kinetic energy, \( T \) and is absolute temperature, \( S_t \) is shear rate component, \( h \) is sensible enthalpy, \( \Delta H \) is latent heat, and \( c_p \) is specific heat.

2.2 Rheology of the fluid

The particular fluid used in this study is a shear-thinning slurry whose viscosity depends on both the shear rate and the temperature. The rheological properties of the fluid taken into consideration were obtained experimentally using Anton Paar Modular Compact Rheometer 302. The experimentally obtained flow curve was fitted to different rheological models. The best fit was obtained with the Power-Law model for non-Newtonian fluids. The fitted flow curve used in this study is illustrated in Figure 1.

The effect of the temperature on the viscosity of the fluid was characterized using cooling curve illustrated in Figure 2. It indicates that the temperature significantly affects the viscosity of the given fluid. The higher the temperature, the lower is the apparent viscosity of the fluid. Therefore, to obtain a better model of the given process, the changes in the viscosity due to the temperature, in combination with its dependence on the shear rate, should be included when modelling solidification.

![Figure 1](image1.png)  
**Figure 1.** Fluid viscosity dependence on the applied shear rate (log-log scale).

![Figure 2](image2.png)  
**Figure 2.** Fluid viscosity dependence on temperature.

It is possible to model the effect of both the temperature and the shear rate on the viscosity of the fluids in Ansys Fluent®. For this, an activation energy constant (also known as activation temperature) and a reference temperature should be known. In this study, the activation temperature was estimated using the Least Square fitting method. Least Square fitting was performed by using the modified Arrhenius law (Equation 6) showed in Rojas et al. (2008) and was fitted to the cooling curve polynomial (Figure 2) obtained...
experimentally. The estimated value of the activation temperature ($\alpha$) is listed in Table 2.

$$\mu = \mu_\infty \exp \left( \frac{E}{RT} \right)$$

(6)

where $\mu$ is apparent viscosity, $\mu_\infty$ is infinite viscosity, $E$ is energy, and $R$ is universal gas constant.

### 2.3 Turbulence model

The standard $k$-$\varepsilon$ turbulence model is widely used in modelling of internal turbulent pipe flows due to its simplicity and applicability. However, the standard $k$-$\varepsilon$ turbulence model does not account for drag reduction effect and may have unsatisfactory results and predictions at the near wall zones where eddy viscosity changes rapidly with the distance from the pipe wall (Mathur and He, 2013; Versteeg and Malalasekera, 2007). This might have a crucial role in modelling solidification since the solidification of the fluid is expected to occur on pipe walls. One solution to overcome this problem is to use low-Reynolds-number $k$-$\varepsilon$ turbulence models that are specifically developed to account for near-wall phenomena. However, the fluid taken into consideration exhibits a highly non-Newtonian behaviour. To account for this phenomena, in this paper Malin’s turbulence model for Power-Law fluids has been modified (Vesjolaja, 2016).

Malin (Malin, 1997; Malin, 1998) has developed a model where the damping functions are specially treated to describe the non-Newtonian fluid flow in the turbulent flow regime (Reynolds number (Re) up to $10^5$). Malin’s model is based on low-Reynolds-number $k$-$\varepsilon$ turbulence models like the Lam-Bremhost (LB) model (Lam and Bremhost, 1981). The only and the most important difference between these two models is in the way the eddy/turbulent viscosity is calculated. For both models, the transport equation for the kinetic energy is formulated as in the standard $k$-$\varepsilon$ turbulence models and can be founded in earlier works (Malin, 1997; Lam and Bremhost, 1981). However, the eddy dissipation rate formulation that carries turbulent energy is formulated as in the standard $k$-$\varepsilon$ Turbulence model.

#### Table 1. Turbulence model damping functions used in Equations 7 and 8.

<table>
<thead>
<tr>
<th>Turbulence Model</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_\mu$</th>
<th>Wall boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malin original</td>
<td>$1 + \left( \frac{0.05}{f_\mu} \right)^3$</td>
<td>$1 - \exp(-Re_t^4)$</td>
<td>$(1 - \exp(-0.0165Re_t/n^{1/4}))^2 \ast (1 + 20.5Re_t)$</td>
<td>$\frac{\partial \varepsilon}{\partial y} = 0$</td>
</tr>
<tr>
<td>(Malin, 1997)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHC original</td>
<td>$1.0$</td>
<td>$(1 - 0.01 \exp(-Re_t^2)) \ast (1 - \exp(-0.0631Re_t))$</td>
<td>$(1 - \exp(-0.0215Re_t))^2 \ast (1 + 31.66/R_{Re_t}^{5/4})$</td>
<td>$\varepsilon_w = \nu \frac{\partial^2 k}{\partial y^2}$</td>
</tr>
<tr>
<td>(Chang et al., 1995)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modified Malin’s</td>
<td>$1.0$</td>
<td>$(1 - 0.01 \exp(-Re_t^2)) \ast (1 - \exp(-0.0631Re_t))$</td>
<td>$(1 - \exp(-0.0165Re_t/n^{1/4}))^2 \ast (1 + 20.5Re_t)$</td>
<td>$\varepsilon_w = \nu \frac{\partial^2 k}{\partial y^2}$</td>
</tr>
<tr>
<td>(Vesjolaja, 2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fertilizer process as a case study

A case study has been performed where the modified Malin’s model and the CHC model described in Section 2.2 is used to simulate the flow of a non-Newtonian fluid in 3D. The case study consists of the flow through a bended pipeline as shown in Figure 3. Geometry of the pipelines for the process taken into consideration. Figure 3 and is a part of a process from a fertilizer production plant.

![Figure 3. Geometry of the pipelines for the process taken into consideration.](image)

The pipework consists of the main pipeline which has a bend of 90° and two additional pipelines (denoted as “Transportation line 1” and “Transportation line 2” in Figure 3) that are attached right after the main pipeline bend. The diameter of the main pipeline is 150 mm and that of the two transportation lines is 75 mm each. The thickness of the pipe walls is 5 mm and the pipe material is stainless steel. The characteristics of the pipe wall material are listed in Table 2.

The process fluid is pumped through the main pipeline inlet (denoted as “Inlet” in Figure 3) and is transported to the next stage of operation through the Transportation lines 1 and 2. The remaining process fluid is recirculated using the “Recirculation” line as denoted in Figure 3.

During the operation of the fertilizer plant, reduced pump capacity at the inlet of the pipe was observed. It is suspected that this could be due to the solidification of the fluid in the pipelines. This study thus focuses on understanding as to where and how such solidification occurs in the pipelines. For this, a suitable model capable of taking into account the rheology of the non-Newtonian fluid is simulated in Ansys Fluent®. Detailed 3D simulations have been performed to observe where and how such solidification occurs for a given operating condition of the process giving a result for steady state under the selected boundary conditions.

Methods and materials

General settings: The simulation of the given process were performed using commercial CFD tool, Ansys Fluent® Academic Research, Release 16.2. The geometry was designed using Ansys DesignModeler and the mesh was generated using sweep mesh method with the element size of 5 mm and 10° curvatures (1681179 cells in the simulation domain). The simulations were performed for the 3D steady-state regime using pressure based solver and absolute velocity formulation.

Momentum Boundary Conditions: The inlet velocities were varied from 3.0 m/s to 5.0 m/s in accordance to the different simulation case studies. The inlet velocities were defined to be the same over the whole cross sectional area of the pipe inlet. The pipeline outflows were defined as pressure outlets and gauge pressure was set to zero.

The estimation of the Reynolds-number for the internal pipe flow under consideration is challenging due to the non-Newtonian behavior of the fluid. In this study, the “generalized Reynolds-number” has been calculated using the Dodge and Metzner correlation (Dodge and Metzner, 1959) for the Power-Law fluids (Equation 9). For the calculation of the Reynolds-number, the inlet velocity \(v_{bulk}\) was taken as a bulk velocity.

\[
Re = \frac{(\rho \cdot v_{bulk}^2 \cdot D^n)}{K(0.75 + \frac{2 \pi}{n} \cdot \psi)}
\]  

where \(D\) is diameter of the pipe, \(n\) is non-Newtonian index, \(K\) is consistency index.

Turbulence model: Turbulent flow was modelled using the standard CHC turbulence model and the modified Malin’s model as described in Section 2.3. The modified Malin’s turbulence model was implemented using UDF.

Thermal Boundary Conditions: The inlet fluid temperature as well as the temperature for the backflow

<table>
<thead>
<tr>
<th>Material</th>
<th>(\rho) (kg/m³)</th>
<th>(C_p) (J/(kg·K))</th>
<th>(k_m) (W/(m·K))</th>
<th>(T_{bg}) (K)</th>
<th>(T_{sol}) (K)</th>
<th>(T_{ref}) (K)</th>
<th>(\alpha) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid</td>
<td>1400</td>
<td>1470</td>
<td>0.3</td>
<td>403</td>
<td>393</td>
<td>303</td>
<td>18100</td>
</tr>
<tr>
<td>Pipe Wall (stainless steel)</td>
<td>7900</td>
<td>515</td>
<td>16.6</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
</tr>
<tr>
<td>Wall insulation (calcium silicate)</td>
<td>210</td>
<td>840</td>
<td>0.08</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
</tr>
</tbody>
</table>
of the fluid at the outlets was set to 413 K. The wall heat transfer was modelled using “Thin Wall approach” and the wall temperature was set to 296 K.

**Solution methods:** The simulations were performed in a steady-state regime. The Semi-Implicit Method for Pressure Linked Equations (SIMPLE) method was used as a pressure-velocity coupling scheme. The first order upwind scheme was chosen as a spatial discretization method. The standard solution initialization was used for the standard CHC turbulence model. However, when simulating with the modified Malin’s turbulence model, the solution was initialized with the end results of the corresponding CHC model (simulated with the standard settings). The mesh sensitivity study was performed and the solution was assumed to be converged when the scaled residuals become constant. In addition, mass flowrates were checked and the solution was assumed to be converged if the mass flowrate imbalance was less than $10^{-4}$. Mass outflow rates were computed using Surface Integrals available in Ansys Fluent®.

**Material properties:** The non-Newtonian behavior of the fluid was characterized with the Power-Law model for non-Newtonian fluids ($\eta = 0.05$). The thermophysical properties of the fluid and the wall material (including wall insulation) used for simulations are summarized in Table 2.

## 5 Results and Discussion

### 5.1 Effect of temperature on fluid’s viscosity

To have a better understanding of how the temperature affects the viscosity of the non-Newtonian fluid and how this further influences the fluid solidification, simulations were modelled using standard CHC turbulence model. To start with, the fluid flow rate corresponding to the transient flow regime (with $Re = 6796$ and the inlet velocity of 3.0 m/s) was considered. Two cases were studied: (a) viscosity dependent only on the shear rate and, (b) viscosity dependent on both the temperature and the shear rate, and results are shown in Figure 4.

![Figure 4. Solidification profiles using CHC model with 3 m/s inlet velocity for fluid with: (a) shear rate dependent viscosity; (b) both shear rate and temperature dependent viscosity.](image)

Both simulations showed fluid solidification on the pipe walls, meanwhile no solidification occurred inside the pipe itself for both cases. Moreover, at the pipe walls, observable differences in the solidification profiles were seen for the two cases. For the first case (viscosity not affected by temperature), smaller solidification zones were observed (Figure 4a) compared to the results obtained for the latter case (see Figure 4b).

When the flow was fully turbulent in nature ($Re = 18497$ with inlet velocity 5 m/s), the solidification profiles between the two cases did not reveal any significant differences (Figure 5). This might be due to the generation of higher turbulence inside the pipe and hence higher eddy viscosity. Therefore, changes in the molecular viscosity will not affect the solidification results significantly. Hence, if there are no perturbations in the actual process inlet velocity and is maintained at 5 m/s, the fluid solidification will not be significantly affected by the viscosity dependency on the temperature. Furthermore, for performing the simulations, the computational time is significantly smaller for case (a) than for case (b). Due to these reasons, the only case (a) will be studied further on and case (b) will not be discussed in the remaining part of this paper.

![Figure 5. Solidification profiles using CHC model with 5 m/s inlet velocity for fluid with: (a) shear rate dependent viscosity; (b) both shear rate and temperature dependent viscosity.](image)
pipeline walls and the backside of the pipe wall just before the main pipe bend (denoted as “zone 1”, “zone 2” and “zone 3” respectively in Figure 6). The occurrence of the fluid solidification on “zone 1” can be explained with the presence of a larger surface area of the wall that is exposed to the ambient air temperature. The larger the surface area, the larger will be the heat transfer between the ambient air and the fluid and hence more fluid will be solidified. Solidifications on “zone 2” and “zone 3” can be explained with the occurrence of lower fluid velocities at these zones. The lower the velocity, the slower the fluid molecules are moving inside the pipe and hence these molecules have comparatively more time to exchange heat with the ambient air through the pipe walls.

The modified Malin’s turbulence model showed different and smaller “risk zones” for solidification compared to the CHC model. The solidification of the fluid occurred after the main pipe bend and near the outlet of the transportation Pipelines 1 and 2 (denoted as “zone 4” and “zone 5” respectively in Figure 7). From the velocity profiles it can be seen that these zones are the low-velocity zones or the “dead zones”.

The occurrence of solidification on these zones can also be explained with a longer residence time of the fluid molecules (due to lower velocity) in these zones and hence more transfer of heat from the fluid to the ambient air through the pipe walls. Interestingly in contrast to the standard CHC model, the modified Malin’s model can capture these “dead zones” which are the “risk zones” for fluid solidification. The occurrence of less solidification along the pipeline walls can be explained with the diffusive behaviour of the modified Malin’s model (see velocity profiles on Figure 6a and Figure 7a). The higher the turbulence, the higher is the velocity and hence the less is the residence time of the fluid molecule inside the pipeline. Therefore, this causes fewer fluid molecules to solidify on the pipe walls. The modified Malin’s model shows more evenly distributed mass outflow rates and hence evenly distributed velocities along the pipelines.

5.3 Effect of pipe wall insulation on solidification

To investigate if the insulation of the pipelines would minimize the occurrence of fluid solidification, the simulations were also performed with the changes in the thickness of the pipe wall insulation. The properties of the insulation layer are summarized in Table 2. The solidification was simulated using both the standard CHC and the modified Malin’s turbulence models.

Both turbulence models showed similar simulation results revealing that no solidification occurred when the pipe wall was insulated with a 50 mm-thick insulation layer jacket. This behavior was observed for the higher fluid velocity (5 m/s) as well as for the lower fluid velocity (3 m/s). However, without pipe insulation, the fluid solidifies at different places along the pipeline.

Figure 6. Simulation results with the CHC model (3 m/s inlet velocity): (a) velocity profile; (b) fluid solidification.

Figure 7. Simulation results with the modified Malin’s model (3 m/s inlet velocity): (a) velocity profile; (b) fluid solidification.

https://doi.org/10.3384/ecp1815324
as described in the previous sections. Thus, the absence of the pipe wall insulation could be a probable reason for the detected reduced pump capacity during the operation process.

6 Conclusions

The solidification model was coupled to the non-Newtonian turbulence model in Ansys Fluent® by using UDFs. The “Enthalpy-Porosity” formulation was used to model fluid solidification, meanwhile modified Malin’s model was used to model turbulent fluid flow. The Malin’s eddy viscosity model was combined with the low-Reynolds-number k-ε turbulence Chan-Hsieh-Chen model to account for the non-Newtonian behaviour of the process fluid.

As long as the inlet fluid velocity is maintained sufficiently high (turbulent flow), the occurrence of fluid solidification is not significantly affected by the viscosity dependence on the temperature. According to the simulation results, both the CHC and modified Malin’s turbulence models showed fluid solidification on the pipe walls, and not inside the pipe itself. The location and the size of fluid solidification zones were different for these two models. Modified Malin’s model showed more diffusive behaviour. It is difficult to conclude which of these models better represents the real process. Validation of the simulation results should be considered as a potential future work.

According to the simulation results, the use of pipe insulation can minimize the occurrence of fluid solidification on the pipe walls. Without insulation, solidification occurred on the pipe walls. Thus, the use of pipe insulation is beneficial and is highly recommended for the investigated process.
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Abstract

Raw biogas typically contains 60 % methane, 40 % CO\textsubscript{2}, small amounts of other components and is saturated with water. It is a question whether raw biogas can be compressed to high pressures without condensation. The aim of this work is to calculate the condensation limit under different conditions with varied temperature, pressure and gas composition using different equilibrium models. Traditionally, gas mixtures of methane, CO\textsubscript{2} and water are calculated in a process simulation program with standard models like Peng-Robinson (PR) and Soave-Redlich-Kwong (SRK). PR and SRK with the $\alpha$-function replaced with a Twu $\alpha$-function were also evaluated. For mixtures with only methane and CO\textsubscript{2} (dry biogas) all the models gave similar results. Under normal ambient temperatures (above 0 °C), a dry mixture with more than 40 % methane will not give any condensation. For biogas saturated with water, the different models gave similar results up to about 70 bar when binary coefficients were included, but above this pressure there were significant deviations between the models. The PR and SRK with standard or Twu $\alpha$-function gave reasonable results for the dew-point predictions, but above about 70 bar the uncertainty increases.

\textit{Keywords: CO\textsubscript{2}, methane, water, biogas, phase envelope, Aspen HYSYS}

1 Introduction

Biogas is a mixture of methane, CO\textsubscript{2} and usually small amounts of other components like water and H\textsubscript{2}S. Biomethane (purified biogas) contains typically 97 % methane, and raw biogas typically contains 60 % methane, 40 % CO\textsubscript{2} and is saturated with water. Purified biogas is transported in cylinders under high pressure (typically 230 bar) or is injected into natural gas pipelines. It is a question whether raw biogas can be compressed to such high pressures because of the possibility of unwanted condensation. CO\textsubscript{2} and water in the liquid phase is very corrosive, and may lead to operating problems. Hovland (2017) has concluded that condensation will normally be avoided when compressing dry biogas, but that it is dependent on the water concentration when compressing raw biogas.

Traditionally, gas mixtures of methane, CO\textsubscript{2} and water are calculated in a process simulation program with standard models like PR (Peng and Robinson, 1976) and SRK (Soave, 1972). It is known that these models simulate the gas phase and the condensation point quite accurately at least below the critical point (46 bar for methane and 74 bar for CO\textsubscript{2}), but the resulting liquid phase may be questionable. Equilibrium models like HV (Huron and Vidal, 1979) and TST (Twu et al., 2005) have more parameters, and these models have been shown to give good results also for the liquid composition in CO\textsubscript{2} and water condensate in a mixture with methane. Other more complex models like SAFT-VR (Al Ghafri et al., 2014) and CPA (Austegard et al., 2006) have been used to describe this system.

There are a number of articles available studying the calculations and models for vapour/liquid equilibrium in the methane/CO\textsubscript{2}/water-system (Austegard et al., 2006; Privat and Jaubert, 2014; Al Ghafri et al., 2017; Legioix et al., 2017). Austegard et al. conclude that a simple equation of state like SRK is satisfactory to describe the vapour phase, but only more complex models like e.g. SRK combined with a HV model is necessary to describe the liquid phase.

Water solubility in CO\textsubscript{2} gas or a mixture of CO\textsubscript{2} and methane shows a minimum for a constant temperature between 50 and 100 °C at a pressure in the range of the critical pressures (Austegard et al., 2006; Aasen et al., 2017; Privat and Jaubert, 2014). For this system, a minimum solubility is equivalent to a maximum dew point temperature. The water solubility in pure CH\textsubscript{4} is close to constant over a large pressure range close to the critical pressure (Privat and Jaubert, 2014).

Circone et al. (2003) have studied hydrate formation in CO\textsubscript{2}/water mixtures and compared with methane hydrates. Hydrates in equilibrium in this system have been observed up to 13 °C (Al Ghafri et al., 2014) but will probably not be a practical problem above 0 °C.

There are several authors studying models for the system CO\textsubscript{2}/water (Spycher et al., 2003; Longhi 2005;
Aasen et al., 2017). Aasen et al. have compared several different models including combinations of different equilibrium models. They conclude that a PR model in combination with HV and a volume shift gives the best results when also prediction of phase compositions and densities should be included.

The first aim of this work is to calculate the condensation limit for dry biogas and raw biogas under different temperature, pressure and gas composition using different equilibrium models. The last aim is to evaluate whether the selected models are satisfactory to predict the condensation limits for biogas compression and condensation.

2 Simulation Programs and Models

Commercial process simulation programs which have been used for calculating gas and liquid properties including condensation for mixtures of methane, CO₂ and water are Aspen Plus, Aspen HYSYS, Pro/II and ProMax. Process simulation programs are useful for simulation of such processes because several vapour/liquid equilibrium models are available in the programs.

In Aspen HYSYS, the equilibrium models SRK (Soave, 1972), PR (Peng and Robinson, 1976) and TST (Twu et al., 2005) are available for systems containing methane, CO₂ and water. In the SRK-Twu and PR-Twu models, the original α-function is replaced by a function from Twu et al. (1991). The PR model has only one adjustable parameter for each binary component pair while TST has 5 adjustable parameters for each binary pair. In Aspen Plus, the SRK model combined with HV is available, but this model is not available in Aspen HYSYS.

The equations for the SRK equation of state are shown in equations 1-8.

\[ p = \frac{RT}{v-b} - \frac{a}{v(v+b)+b(v-b)} \]  
(1)

\[ b_i = \sum_{i=1}^{N} x_i b_i \]  
(2)

\[ b_i = \frac{0.08664RT_c}{v_c} \]  
(3)

\[ a = \sum_{i=1}^{N} \sum_{j=1}^{N} x_i x_j (a_i a_j)^{0.5} (1-k_{ij}) \]  
(4)

\[ \alpha_i = \alpha_i \alpha_i \]  
(5)

\[ \alpha_{ci} = \frac{0.457235R^2T_c^2}{v_c} \]  
(6)

\[ \alpha_i = \left[ 1 + m_i \left( 1 - T_r^{-1/2} \right) \right]^2 \]  
(7)

\[ m_i = 0.48 + 1.574\omega_i - 0.176\omega_i^2 \]  
(8)

P, T, v and R are the pressure, temperature, molar volume and universal gas constant, respectively. Tᵣ is the critical temperature, ω is the acentric factor and Tᵣ is the reduced temperature defined as the ratio between T and Tᵣ. The binary interaction parameter kᵢᵢ (equal to kᵢᵢ) is a constant that may be fitted for a binary component pair and xᵢ is the mole fraction for component i. In the PR equation, equation 1, 3, 6 and 8 are replaced by equation 9, 10, 11 and 12.

\[ p = \frac{RT}{v-b} - \frac{a}{v(v+b)+b(v-b)} \]  
(9)

\[ b_i = \frac{0.07796RT_c}{v_c} \]  
(10)

\[ \alpha_{ci} = \frac{0.457235R^2T_c^2}{v_c} \]  
(11)

\[ m_i = 0.37464 + 1.54226\omega_i - 0.26992\omega_i^2 \]  
(12)

In the SRK-Twu and PR-Twu equations, the α-function is replaced by equation 13. Fitted values for the parameters L, M and N for CO₂ and water can be found in (Twu et al., 2005).

\[ \alpha_i = (T_r^{-N(M-1)})e^{C(1-T_r^{-N})} \]  
(13)

The TST equation of state (equation 14) use the Twu α-function. Equation 3 and 6 in the SRK equation are similar for the TST equation except for the numerical constants which are 0.07407 (for bᵢ) and 0.47051 (for aᵢ).

\[ p = \frac{RT}{v-b} - \frac{a}{(v-0.3b)(v+b)} \]  
(14)

The TST equation can be combined with the NRTL activity coefficient model to include non-ideal components. In the case of calculating the dew point of only methane, CO₂ and water, the use of NRTL coefficients is not necessary. A combined TST and NRTL model is used in Aspen HYSYS when modelling glycol dehydration (Twu et al. 2005) including the highly non-ideal binaries between glycol and other components. The TST model must have model parameters fitted to experimental values to be accurate, especially when it is combined with a liquid model like NRTL.

In the standard version of SRK and PR, kᵢᵢ is a constant for each binary pair. When utilizing the default kᵢᵢ values in Aspen HYSYS, the kᵢᵢ values are constant for all component pairs except for water/CO₂ where it is a temperature dependent function. In literature, different optimized values for the kᵢᵢ values can be found because the parameters may be optimized for different conditions, e.g. for accurate prediction of either the gas phase or the condensate phase. For the calculation of dew points, it is reasonable to use binary interaction coefficients optimized for the gas phase.
3 Process Description and Simulation Specifications

3.1 Process description of raw biogas compression

A simplified diagram for a traditional raw biogas compression process is shown in Figure 1. Raw biogas is produced by anaerobic digestion where the temperature will typically be in the range 37 - 55 °C. Typical concentrations are 50-70 mol-% CH₄ (Petersson and Wellinger, 2009). The rest is mainly CO₂, but traces of H₂S and organic components containing nitrogen and sulphur can be expected. The raw biogas will normally be saturated with water.

When the raw biogas production is above 100 Nm³/h, it can be reasonable to upgrade it on-site. However, with lower volumes it can be too expensive to have on-site upgrading. For volumes below 100 Nm³/h, Hovland (2017) suggests that it may be of interest to compress the gas to a high pressure, typically above 100 bar, and transport it to a facility for upgrading to biomethane (> 97 mol-% methane). Before or during compression, the raw biogas may be treated to remove some of the impurities. To reduce the amount of water, it can be cooled to remove some of the water as condensate before compression.

Possible removal options for different components in biogas cleaning and upgrading can be found in Petersson and Wellinger (2009).

Condensed water formed after compression will normally be separated from the compressed gas. If the compression is performed in several stages with cooling between the stages, condensate may be removed after each stage. In most cases, condensation during compression is regarded to be a problem, and should be avoided.

3.2 Simulation specifications

Process simulations are performed for 4 conditions relevant for biogas production. For most of the cases the models PR, SRK, TST, PR-Twu and SRK-Twu are used. For all the conditions, calculations with the default parameters (especially the k_ij for water) are used. For some conditions other k_ij values are also used. In some cases, phase envelopes are calculated. In the dry gas cases, the HYSYS 2-phase option was selected. In the cases including water, the ComThermo 3-phase option was selected. The 4 cases for the different conditions are specified as case A to D.

A) Dry biogas with 60 mol-% methane and 40 mol-% CO₂ starts at 37 °C and 1 bar, is cooled to 10 °C and is compressed in three stages to 64 bar. The specifications are listed in Table 1.

B) Dry biogas with 40 mol-% methane and 60 mol-% CO₂ starts at 37 °C and 1 bar, is cooled to 10 °C and is compressed in three stages to 64 bar.

C) 60 kmol/h methane, 40 kmol/h CO₂ and 10 kmol/h water is mixed at 37 °C and 1 bar and cooled to 10 °C, then the liquid phase is removed and it is then compressed in three stages to 64 bar. The resulting water concentration was then approximately 1.2 %.

D) 59.9 kmol/h methane, 40 kmol/h CO₂ and 0.1 kmol/h water is mixed at 37 °C and 1 bar, cooled to 10 °C, and then compressed in three stages to 64 bar.

Table 1. Specifications for the case A simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet gas temperature</td>
<td>37 °C</td>
</tr>
<tr>
<td>Temperature before compression</td>
<td>10 °C</td>
</tr>
<tr>
<td>Inlet gas pressure</td>
<td>1 bar</td>
</tr>
<tr>
<td>Pressure after compression</td>
<td>64 bar</td>
</tr>
<tr>
<td>Inlet CH₄ flow</td>
<td>60 kmol/h</td>
</tr>
<tr>
<td>Inlet CO₂ flow</td>
<td>40 kmol/h</td>
</tr>
</tbody>
</table>

4 Process Simulation, Results and Discussion

4.1 Simulation of compression of dry methane/CO₂ mixture (Case A and B)

The Aspen HYSYS flow-sheet model for the base case simulation is presented in Figure 3.

Table 2. Dew point at 64 bar, cricon dendterm and cricondenbar for a mixture of 60 mol-% methane and 40 mol-% CO₂ (Case A)

<table>
<thead>
<tr>
<th>Model</th>
<th>T_Dew (°C)</th>
<th>T_CRIC (°C)</th>
<th>P_CRIC (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>-23.5</td>
<td>-22.5</td>
<td>83.2</td>
</tr>
<tr>
<td>SRK</td>
<td>-23.3</td>
<td>-22.1</td>
<td>82.6</td>
</tr>
<tr>
<td>TST</td>
<td>-21.5</td>
<td>-20.3</td>
<td>79.6</td>
</tr>
<tr>
<td>PR-Twu</td>
<td>-24.7</td>
<td>-23.6</td>
<td>83.0</td>
</tr>
<tr>
<td>SRK-Twu</td>
<td>-24.0</td>
<td>-22.9</td>
<td>83.5</td>
</tr>
</tbody>
</table>
All the models calculate that condensation in dry gas with 60% methane does not appear above -20 °C. This is below normal process and operating conditions. In a cold climate temperatures may be lower than -20 °C. The possibility for such low temperatures is also possible under depressurization, e.g. through a valve. It is expected that all the models in Table 2 are capable of calculating condensing conditions for dry biogas under depressurization reasonably accurate.

Case B is of interest because a 40% methane and 60% CO₂ has a dew point close to 0 °C. Based on earlier evaluations mainly based on measurements and calculations from Yang et al. (2015), Hovland (2017) concluded that below 58% CO₂, no condensation would appear if the temperature is kept above -3 °C.

Table 3. Dew point at 64 bar, cricondenterm and cricondenbar for a mixture of 40 mol-% methane and 60 mol-% CO₂ (Case B)

<table>
<thead>
<tr>
<th>Model</th>
<th>T_Dew (°C)</th>
<th>T_CRIC (°C)</th>
<th>P_CRIC (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>-5.4</td>
<td>-1.7</td>
<td>89.5</td>
</tr>
<tr>
<td>SRK</td>
<td>-5.2</td>
<td>-1.3</td>
<td>88.4</td>
</tr>
<tr>
<td>TST</td>
<td>-3.9</td>
<td>-0.5</td>
<td>82.6</td>
</tr>
<tr>
<td>PR-Twu</td>
<td>-6.3</td>
<td>-2.7</td>
<td>90.0</td>
</tr>
<tr>
<td>SRK-Twu</td>
<td>-5.8</td>
<td>-1.8</td>
<td>90.5</td>
</tr>
</tbody>
</table>

The calculated cricondenterms with different models have a maximum deviation of 2.2 °C. From this it is concluded that the results can be expected to be fairly accurate for all the models evaluated. No condensation will appear above 0 °C in a dry biogas with less than 60 mole-% CO₂. This conclusion is consistent with the conclusion from Hovland (2017) that no condensation should appear above -3 °C in a mixture with less than 58 mole-% CO₂.

It was checked whether changing the kᵢⱼ parameter for methane/CO₂ would change the results. It was found that the results in Table 3 were only slightly influenced by varying the kᵢⱼ parameter.

A phase envelope from Aspen HYSYS is shown in Figure 2. The important part for the evaluation of condensation is the dew point curve to the right. The point with the highest temperature is the cricondenterm. The point with the highest pressure is the cricondenbar. In the critical point for the mixture, slightly to the left of the cricondenbar, the compositions in both phases are equal. The calculated envelopes are similar up to about 70 bar, but above 70 bar, the decrease in dew point is different dependent on the model and dependent on the model parameters, especially the binary interaction parameters.

![Figure 2. Phase envelope, Peng-Robinson, CH₄=0.6, CO₂=0.4, default kᵢⱼ=0.1](https://doi.org/10.3384/ecp1815331)

Figure 3. Aspen HYSYS flow-sheet for compression with intercooling and separation
4.2 Simulation of compression of a raw biogas including water, Case C and D

In Case C and D, the process was simulated with water included. In Case C, biogas saturated with water at 10 °C is simulated. The stream then contains approximately 1.2 mol-% water before the compressor. In Table 4, the dew point, cricondenterm and the pressure at the cricondenterm are shown using different models with default values from Aspen HYSYS. The first results for TST, PR-Twu and SRK-Twu in Table 4 were performed without kij for the water binaries. When the option including kij’s for water binaries was used, the dew point temperatures were much closer to the PR and SRK models.

Table 4. Dew point at 64 bar, cricondenterm and pressure at cricondenterm for a mixture of 60 mol-% methane and 40 % CO₂ saturated with water at 10 °C (Case C)

<table>
<thead>
<tr>
<th>Model</th>
<th>TDEW (°C)</th>
<th>TCric (°C)</th>
<th>Pcrict (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>82.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SRK</td>
<td>82.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TST</td>
<td>76.6</td>
<td>78.8</td>
<td>96</td>
</tr>
<tr>
<td>PR-Twu</td>
<td>76.6</td>
<td>78.9</td>
<td>99</td>
</tr>
<tr>
<td>SRK-Twu</td>
<td>77.0</td>
<td>79.7</td>
<td>101</td>
</tr>
<tr>
<td>TST+kij</td>
<td>85.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PR-Twu+kij</td>
<td>85.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SRK-Twu+kij</td>
<td>85.6</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

A phase envelope from the calculations in Aspen HYSYS is shown in Figure 4. The curve to the right is the dew point curve. The other lines are phase boundary lines without importance for the condensate limit.

The phase envelope calculated with SRK was similar to the envelope in Figure 4. However, with the other models, especially those calculated without kij values for water binaries, the dew point decreased significantly when the pressure increased above 70 bar. Using other kij values for water/CO₂, the envelope curve changed considerably above 70 bar. The reason for different binary coefficients is that they may be optimized for either the gas phase or the condensate phase. The CO₂ concentration in the condensed water phase was compared for the different models, and the difference was up to a factor of two. The difference between the calculated results from the different models above 70 bar are significant, so the uncertainty in this region must be regarded as large. There are few experimental points for the three component system in this region (Al Ghafri et al., 2014).

In Case D, the water mole fraction was specified to 0.001. This water concentration is possible to obtain if condensate is removed after intercooling steps in the compressor. Results are shown in Table 5. The phase envelope for PR is shown in Figure 5.

Table 5. Dew point at 64 bar, cricondenterm and pressure at cricondenterm for a mixture of 60 mol-% methane and 40 mol-% CO₂ with 0.1 % water (Case D)

<table>
<thead>
<tr>
<th>Model</th>
<th>TDEW (°C)</th>
<th>TCric (°C)</th>
<th>Pcrict (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>26.5</td>
<td>27.6</td>
<td>89.7</td>
</tr>
<tr>
<td>SRK</td>
<td>26.9</td>
<td>28.0</td>
<td>89.2</td>
</tr>
<tr>
<td>TST+kij</td>
<td>28.8</td>
<td>32.1</td>
<td>122</td>
</tr>
<tr>
<td>PR-Twu+kij</td>
<td>28.5</td>
<td>32.1</td>
<td>121</td>
</tr>
<tr>
<td>SRK-Twu+kij</td>
<td>28.8</td>
<td>32.2</td>
<td>122</td>
</tr>
</tbody>
</table>

Figure 4. Phase envelope for PR, 60 kmol CH₄, 40 kmol CO₂, saturated with water at 10 °C. Default kij values.

Figure 5. Phase envelope for PR model, 59.9 mol% CH₄, 40 mol% CO₂, 0.1 mol% water: Default kij for water/CO₂.
The envelopes in Case D are similar for the different models up to about 70 bar, but above 70 bar, the decrease in dew point is different dependent on the model and dependent on the model parameters, especially the $k_i$ for water and CO$_2$. As for the case with a higher water concentration, the difference between the models above 70 bar is significant, so that the uncertainty above 70 bar must be regarded as large. The deviation is more than 5 °C for the calculation of the cricondenterm and more than 30 bar for the calculation of the pressure at the cricondenterm.

When using an equation of state, it is reasonable that the non-ideality and uncertainty increases when the pressure increases, and also when the mixture is close to condensation and close to the critical point which is of order of magnitude 70 bar. The prediction of vapour/liquid equilibrium becomes more uncertain when water is added to CO$_2$ and methane because the physical interactions become more complex. The binary parameters which are meant to adjust for non-ideality are normally fitted in the region of vapour/liquid equilibrium which is below order of magnitude 70 bar.

5 Conclusion

The condensation limit for dry and raw biogas under different conditions with varied temperature, pressure and gas composition and using different equilibrium models were calculated.

For dry biogas, all the models Peng-Robinson (PR), Soave-Redlich-Kwong (SRK), PR-Twu, SRK-Twu and Twu-Sim-Tassone (TST) gave similar results. Biogas with 60 mol-% CH$_4$ and 40 mol-% CO$_2$ will have a condensation temperature less than -20 °C. Under normal ambient temperatures (above 0 °C), a mixture with more than 40 % methane will not give any condensation.

A process is simulated where raw biogas is cooled to 10 °C to remove water before compression. The results with biogas saturated with water at low pressure, the different models gave similar results up to about 70 bar, but above this pressure, different models gave different results. The results were dependent on the chosen value of the water/CO$_2$ binary interaction coefficient. The deviation in dew point temperature was about 6 K.

Both the standard PR and SRK models and the PR and SRK with the Twu $\alpha$-function and with water/CO$_2$ binary coefficients included, gave reasonable results for the dew-point and to predict the conditions where it should be safe to avoid condensation.

For the calculation of dew points, it is recommended to use binary interaction coefficients optimized for the gas phase. If accurate calculations of the liquid composition after condensation is needed, a more advanced model like TST or HV with fitted parameters is recommended.
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Abstract

This paper introduces FMI4j, a software package for working with Functional Mock-up Units (FMUs) on the Java Virtual Machine (JVM). FMI4j is written in Kotlin, which is 100% interoperable with Java, and consists of programming APIs for parsing the meta-data associated with an FMU, as well as running them. FMI4j is compatible with FMI version 2.0 for Model Exchange (ME) and Co-Simulation (CS). Currently, FMI4j is the only software library targeting the JVM supporting ME 2.0. In addition to provide bare-bones access to such FMUs, it provides the means for solving them using a range of bundled fixed- and variable-step solvers. A command line tool named FMU2Jar is also provided, which is capable of turning any FMU into a Java library. The source code generated from this tool provides type-safe access to all FMU variables explicitly through the API (Application Programming Interface). Additionally, the API is documented with key information retrieved from the FMU meta-data, allowing essential information such as the description, causality and start value of each variable to be seamlessly exposed to the user through the Integrated Development Environment (IDE).

Keywords: FMI, Co-Simulation, Model Exchange, JVM

1 Introduction

Recently, several research projects at NTNU Aalesund (Hatledal et al., 2015; Chu et al., 2017, 2018) and others (Skjong et al., 2017; Sadjina et al., 2017) involve co-simulation and virtual prototyping. Virtual prototyping refers to a vision where models, or virtual prototypes, of complex systems can be developed, tested, and amended with a trial-and-error approach. As computer technology develops it becomes possible to make an increasing part of the necessary tests based on simulations. However, as complex models often require components from several different domains, perhaps developed in separate domain-specific tools, a standard is required to fit them all together.

FMI (Blochwitz et al., 2011, 2012) is a tool independent standard to support both Model Exchange (ME) and Co-Simulation (CS) of dynamic models. The first version of the standard, FMI 1.0, was released in 2010. In 2014, version 2.0 was released, which merged the two standards and incorporated some major enhancements compared to the initial release. As such, version 2.0 is not backwards compatible with version 1.x.

A model implementing the FMI standard is known as a Functional Mock-up Unit (FMU), and is distributed as a zip-file with the extension .fmu. It contains:

- An XML-file containing meta-data of the packaged model, named modelDescription.xml.
- C-code implementing a set of functions defined by the FMI standard.
- Other optional resources required by the implementation.

FMI4j, the software package introduced in this paper, aims to simplify interaction with FMUs, and consists of easy to use software APIs for parsing and simulating FMUs on the JVM, as well as a tool for wrapping FMUs into Java libraries, named FMU2Jar. Kotlin was chosen as the implementation language as it is 100% interoperable with Java, while offering several language improvements such as null safety and less boilerplate code. From a usability perspective, invoking FMI4j code from Java feels no different than calling any other Java library.

The source code is published online under the permissive open-source MIT license and can be accessed through GitHub1. Here, pre-compiled FMU2Jar binaries are also available. The APIs are available on maven central2. Only version 2.0 and upwards are planned to be supported.

The rest of the paper is organized as follows. First some related work is given, followed by a presentation of the FMI4j software package. Finally, a conclusion and future work are given.

2 Related work

Since the release of the FMI standard, several software libraries implementing the standard have been published. An overview of such libraries for importing/invokeing FMUs is given in Table. 1.

---

1https://github.com/SFI-Mechatronics/fmi4j
2http://mvnrepository.com/artifact/no.mechatronics.sfi.fmi4j
The FMI Library (FMIL) (JModelica, 2017) and FMU SDK (QTronic, 2014), written in C and C++ respectively, provide basic access to low-level FMI functions and is often used as base for creating more high-level libraries.

FMI++ (Widl et al., 2013) is a high level utility package for FMI based on FMIL for ME and CS, written in C++, that aims to bridge the gap between the basic FMI specification and the typical requirements of simulation tools. Interfaces for Python and Java can be generated using the Simplified Wrapper and Interface Generator (SWIG). While the Python interface for Windows comes pre-built, other packages must be built from source.

PyFMI (Andersson et al., 2016) is a high-level python library for interacting with FMUs, maintained by Modelon AB. It contains co-simulation masters for simulation of weakly coupled systems and provides a connection to the simulation package Assimulo (Andersson et al., 2015), of weakly coupled systems and provides a connection to the simulation package Assimulo (Andersson et al., 2015), a Python package for solving first or second order explicit ordinary differential equations (ODEs) or implicit ordinary differential equations (DAEs). PyFMI is available as a stand-alone package or as part of the JModelica.org distribution.

FMPy (Dassault Systems, 2017) is a free python library from Catia Systems for simulating FMUs. FMPy supports both FMI 1.0 and 2.0 for ME and CS. Using solvers from the Sundials package, FMPy can be used to solve ME FMUs. It also features both a command line utility and a GUI for running and presenting simulation results. FMPy and PyFMI may seem very similar, however there is a major difference in that FMPy is implemented in pure Python, whereas PyFMI acts as a wrapper for FMIL, with additional high-level features.

JFMI (Broman et al., 2013b) is a low-level wrapper for FMI 1.0 for CS and ME. The latest version, 1.0.2, was released in 2013. Although the library supports both FMI-CS and FMI-ME, a flexible solving mechanism for FMI-ME is not provided.

JavaFMI (Cortes Montenegro, 2014) is a set of components for working with the FMI standard using Java, developed by SIANI institute (Las Palmas University). JavaFMI is still actively maintained and offers cross-platform support for FMI version 1.0 and 2.0 for CS. A neat feature of JavaFMI is the ability to export Java code as CS FMUs.

While several FMI implementations exist, also for the JVM. Only JavaFMI is maintained, however it lacks FMI for ME support. It could be argued that FMI++ is available on the JVM by means of SWIG bindings, however, the library must be built from source which is not straightforward and requires a number of native dependencies.

As such, it can be argued that there is still room for an alternative, easy to use FMI implementation for the JVM that supports both CS and ME FMUs.

### 3 FMI4j

This section introduces FMI4j, a software package for working with Functional Mock-up Units on the JVM, developed by researchers at NTNU Aalesund. It is implemented from scratch in Kotlin and provides a high-level API for interacting with FMUs on the JVM (Java, Scala, Groovy, Kotlin etc.) that implements FMI 2.0 for CS and/or ME. When provided with an solver, FMI4j is able to solve ME FMUs. Such instances share a common interface with ordinary CS FMUs, that expose the most important FMI functions related to stepping a FMU forward in time.

Furthermore, FMI4j through the FMU2Jar tool is, to the best of the authors knowledge, the only publicly available software that utilizes the provided meta-data in an FMU in order to generate a high-level API tailored towards it. E.g provide type-safe and documented access to named variables directly through the API.

The different components available in the package is:

1. *fmi-modeldescription* - A library for parsing the meta-data found in the *modelDescription.xml* located within an FMU.
2. *fmi-import* - A library for loading and running FMUs on the JVM. Supports FMI 2.0 for CS and ME.
3. *FMU2Jar* - A command line tool for turning an FMU into a Java library (.jar).

<table>
<thead>
<tr>
<th>Name</th>
<th>Language</th>
<th>FMI support</th>
<th>License</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMU Library</td>
<td>x</td>
<td>v1.0 x v2.0 x</td>
<td>2.0.3 BSD</td>
</tr>
<tr>
<td>FMU SDK</td>
<td>x</td>
<td>v1.0 x v2.0 x</td>
<td>2.0.4 BSD</td>
</tr>
<tr>
<td>FMI++</td>
<td>x x a</td>
<td>x b x b x b</td>
<td>- BSD</td>
</tr>
<tr>
<td>PyFMI</td>
<td>x</td>
<td>x x x b b</td>
<td>2.4 LGPLv3</td>
</tr>
<tr>
<td>FMPy</td>
<td>x</td>
<td>x x x b</td>
<td>0.2.5 BSD</td>
</tr>
<tr>
<td>JFMI</td>
<td>x</td>
<td>x x</td>
<td>1.0.2 MIT</td>
</tr>
<tr>
<td>JavaFMI</td>
<td>x</td>
<td>x x</td>
<td>2.24.5 LGPLv3</td>
</tr>
</tbody>
</table>

* a Through SWIG
* b Can solve ME FMUs

---

**Table 1.** Software libraries providing FMI import
FMU2Jar is dependent on fmi-import, which again depend on fmi-modeldescription. Artifacts from both libraries are hosted on The Central Repository\(^3\) hosted by Sonatype. A collection of the most notable FMI4j classes are shown in Figure. 1, some of which are described in more detail in the following sections.

3.1 fmi-modeldescription

fmi-modeldescription is a lightweight API for parsing the meta-data found in the modelDescription.xml located inside an FMU. Useful when only static information about the FMU is required. For instance, if you only want to display static information about the FMU in a web-app or when generating source code tailored towards a particular FMU, as in the case for FMU2Jar.

FMI4j can parse the model-description given both a file and URL reference to the FMU location. It can also handle raw XML input. Usage is demonstrated in Listing. 1. For brevity, code snippets are provided in Kotlin.

As seen in Figure. 1 there are several different interfaces representing the model-description. The CommonModelDescription interface represents common meta-data found in both CS and ME FMUs, while the SpecificModelDescription interface contains additional common information found in the <ModelExchange> and <CoSimulation> XML elements for ME and CS FMUs respectively. Furthermore, the ModelExchangeModelDescription and CoSimulationModelDescription interfaces contain type-specific information located within the same entries.

Listing 1. Parsing the model-description file from an FMU.
```kotlin
File fmuFile = File("path/to/fmu.fmu")

val md = ModelDescriptionParser.parse(fmuFile)
```

3.2 fmi-import

fmi-import is responsible for loading and simulating FMUs. It relies on fmi-modeldescription for parsing and Java Native Access (JNA) for invoking the native FMI functions written in C. For integration of differential equations, it relies on the Apache Commons Math library (Apache, 2017).

The API for reading and writing variables is given in Listing. 2 and 3 respectively. For convenience, FMU variables can be accessed through the ScalarVariable instance representing the variable entry from the XML. As seen, variables can also be accessed in a more FMI idiomatic way using the variableAccessor handle found within an FMU implementation.

Listing 2. Read API.
```kotlin
val instance: FmiSimulation = ...
val speed: Double = instance.variableAccessor.readReal("speed")
```

Listing 3. Write API.
```kotlin
val instance: FmiSimulation = ...
val speedVariable: RealVariable = ...
val status: FmiStatus = speedVariable.write(1.0)
```

A description of some of the most notable classes found within the fmi-import module are given below.

- **Fmu** - Represents an FMU file on disk. Responsible for extracting the FMU, and acts as a factory for new FMU instances. This allows extracted FMU content to be re-used across instances. On JVM shutdown, it will handle any necessary clean-up related to previously instantiated FMU instances and will also delete the extracted FMU contents.
- **FmuInstance** - Represents a generic FMU instance, exposing some of the most common functions.
- **FmiSimulation** - Extends the FmuInstance interface with time stepping. Common interface for CS FMUs and self-integrating ME FMUs.
- **AbstractFmuInstance** - Base class for all implemented FMU classes. Wraps the model description and a handle to the underlying native code belonging to the loaded FMU. Also contains common boiler-plate code.
- **CoSimulationFmuInstance** - Represents a CS FMU instance. Implements the FmiSimulation interface. Example usage is given in Listing. 4. Implements the FMI extension for predictable step sizes proposed in (Broman et al., 2013a), enabling step-size negotiation between FMUs. More specifically, the extension adds the capability flag canProvideMaxStepSize and a CS specific C procedure, fmiGetMaxStepSize, which is an upper bound on the step-size that the FMU can accept.
- **ModelExchangeFmuInstance** - A bare-bones class for interacting with instances of ME FMUs. The responsibility of solving the FMU is left to the user, as the class simply provides access to the underlying FMU functions. Instantiated as seen in Listing. 5.
- **ModelExchangeFmuStepper** - Wraps an instance of a ModelExchangeFmuInstance, while implementing...
the `FmiSimulation` interface. Allows ME FMUs to be treated similar to CS FMUs. As seen in Listing 6, it is instantiated very similarly to the `ModelExchangeFmu`, although a solver is required. For this purpose, FMI4j comes bundled with the Apache Commons Math package, which includes a range of both fixed and adaptive step-size solvers. A complete overview of the available solvers is given in Table 2 and 3.

**Listing 4. Loading and running an CS FMU**
```scala
val fmuFile = File("path/to/fmu.fmu")
val slave = Fmu.from(fmuFile)
            .asCoSimulationFmu()
            .newInstance()
// assign start values here
slave.init() //throws on error
val dt = 1.0/100
val stop = 10.0
while (slave.currentTime < stop) {
    slave.doStep(dt)
}
slave.terminate()
```

**Listing 5. Instantiating an ME FMU.**
```scala
val file = File("path/to/fmu.fmu")
val slave = Fmu.from(file)
            .asModelExchangeFmu()
            .newInstance()
```

**Listing 6. Instantiating an self-integrating ME FMU.**
```scala
... val solver = EulerIntegrator(1E-3)
val slave = Fmu.from(file)
            .asModelExchangeFmu(solver)
            .newInstance()
```

**Table 2. Fixed-step solvers available in the Apache Commons Math package.**

<table>
<thead>
<tr>
<th>Name</th>
<th>Integration Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler</td>
<td>1</td>
</tr>
<tr>
<td>Midpoint</td>
<td>2</td>
</tr>
<tr>
<td>Classical Runge-Kutta</td>
<td>4</td>
</tr>
<tr>
<td>Gill</td>
<td>4</td>
</tr>
<tr>
<td>3/8</td>
<td>4</td>
</tr>
<tr>
<td>Luther</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 3. Adaptive step-size solvers available in the Apache Commons Math package.**

<table>
<thead>
<tr>
<th>Name</th>
<th>Order</th>
<th>Error Estimation Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higham and Hall</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Dormand-Prince 5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Dormand-Prince 8</td>
<td>8</td>
<td>5 and 3</td>
</tr>
<tr>
<td>Gragg-Bulirsch-Stoer</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>Adams-Bashforth</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>Adams-Moulton</td>
<td>variable</td>
<td>variable</td>
</tr>
</tbody>
</table>

### 3.3 FMU2Jar

FMU2Jar is a command line tool for packaging an FMU into a Java library, allowing the FMU to be used as any other Java library. The generated library also exposes all variables from the FMU through a type-safe API. That is, named functions for getting and setting typed variable values are generated for each accessible variable in the FMU. These are documented with information retrieved from the associated entry in the model-description. This makes it easier to use the FMU, as all variables and associated documentation can be browsed from within an IDE, as seen in Figure 2. Also, variables are grouped by causality for easier look-up. Both CS and ME FMUs are supported, with ME FMUs being wrapped as CS FMUs and subsequently solved using the solver provided on initialization, as seen in Listing 7.
Figure 2. FMU named ControlledTemperature wrapped as a Java library using FMU2jar, then imported into IntelliJ IDE. From within the IDE, the user can browse and read documentation on all available variables.

Listing 7. Instantiating both a CS and a self-integrating ME FMU generated by FMU2Jar.

```java
// Given an FMU that supports both CS & ME:
// First instantiate a CS FMU
ControlledTemperature.newInstance().use { fmu ->
...
}

// and then a self-integrating ME FMU
val solver = EulerIntegrator(1E-3)
ControlledTemperature.newInstance(solver).use { fmu ->
...
}
```

The Command Line Interface (CLI) is shown in Listing. 8. When supplying `-mavenLocal` as an argument, a maven artifact is published to the local maven repository (.m2 folder). This allows the user to easily include the library in a software project using a build system such as Apache Maven or Gradle. The user may also save the generated .jar into a specified folder and reference it explicitly.

Listing 8. FMU2Jar CLI

```
-fmu <arg> Path to the FMU
-help Prints this message
-mavenLocal Should the library be published to maven local?
-out <arg> Specify where to copy the generated .jar
```

FMU2Jar is most useful when working with FMUs programmatically, as its advantages such as variable look-up, type-safe variable access and in-ID documentation has little to no function in common GUI based simulation environments such as OpenModelica, SimulationX, etc.

3.4 Performance

Table 4 shows how FMI4j compares to some of the other FMI libraries in terms of performance. The table shows the time required in order to step two different test FMUs forward in time. Both FMUs implements the CS standard and was downloaded from the official SVN repository for test FMUs. A step-size of $1E-2$ and target time equal to 100 seconds is used for the bouncingBall.fmu exported from FMUSDK, while a step-size of $1E-5$ and target time equal to 12 seconds was used for the TorsionBar.fmu exported from 20Sim. For each time-step, a read call on a real-valued output variable is performed. The tests were performed on an i7-4770 CPU running Windows 10. From the results we see that the native FMIL library is faster than FMI4j by a good margin. This is to no surprise as there is some overhead related to calling native functions from Java (Kurzyneic and Sunderam, 2001). Performance wise, FMI4j and JavaFMI are practically identical as they both relies on JNA to handle native code execution. FMPy, which runs in an interpreted language, is slower in both test cases.

<table>
<thead>
<tr>
<th>Library</th>
<th>bouncingBall.fmu</th>
<th>TorsionBar.fmu</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMIL</td>
<td>4</td>
<td>2801</td>
</tr>
<tr>
<td>JavaFMI</td>
<td>54</td>
<td>5843</td>
</tr>
<tr>
<td>FMI4j</td>
<td>53</td>
<td>5979</td>
</tr>
<tr>
<td>FMPy</td>
<td>60</td>
<td>9662</td>
</tr>
</tbody>
</table>

4 Conclusion and Future Work

This paper presents a high-level software package for working with FMUs on the JVM platform. It includes both a library for parsing the model-description file and also for running the FMUs, as well as a tool for wrapping FMUs as Java libraries, named FMU2Jar. Both FMI 2.0 for Co-simulation and Model-Exchange is supported. Currently, it is the only library implemented for the JVM to support version 2.0 of the ME standard. Using one of the bundled solvers from the Apache Commons Math library, such FMUs can be solved directly by the library.

The FMU2Jar tool makes it easier to work with a specific FMU by wrapping it as a Java library, and generate maven artifacts for it, which facilitates easy integration
with popular build tools such as Maven and Gradle. Furthermore, variables are exposed through the API as type-safe method calls with documentation retrieved from the model-description.

Recently, the FMI steering committee released a feature list for version 3.0 of the FMI standard (FMI steering committee, 2018). As a future work, we aim to support this standard some time after it has been officially released.

In the future FMI4j may also include the option to export FMUs from Java byte-code. A request to list FMI4j on the official FMI tools page has been submitted, and is pending approval. If or when new features are added to the software, the capabilities shown in this entry will be updated accordingly.
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Abstract
District heating system (DHS) is a widely used and increasingly popular energy source in cities. The uncertainty in the heat load (HL) due to customer demand fluctuations makes unit commitment (UC) and heat production unit (HPU) control a complex task. This case study of the DHS at Fortum Oslo Varme AS (FOV) aims to find a strategy to optimize and fully automate UC and HPU. Our results suggests this can be accomplished by using model predictive control (MPC) to control HPU power and flow rate, mixed integer linear programming (MILP) optimization to solve UC problem, and multiple linear regression (MLR) model to predict the HL. We also show that the fuel cost can be reduced significantly.

Keywords: district heating, model predictive control, system identification, unit commitment problem, heat load prediction

NOMENCLATURE

Symbol Explanation

Plant variables

$K = 1 \ldots 4$ HPU 1-4

$T_{kt}$ Temperature, outlet HPU

$T_{nt}$ Temperature, outlet heat exchanger

$T_{kr}$ Temperature, inlet HPU

$T_{nr}$ Temperature, inlet heat exchanger

$\dot{V}$ Volume flow, consumer side of heat exchanger

$Q$ Power input to HPU

Heat load prediction

$\alpha$ constant

$y$ predicted value, dependent variable

$x_i$ independent variables

$\beta_i$ regression constants

$\xi$ error term

Unit commitment optimization

$T_h$ Time horizon

$N$ Number of HPU

$C_{n}$ Energy cost for HPU $n$ at time $t$

$P_{n}$ Power production HPU $n$ at time $t$

$P_k$ Initial power HPU $n$

$P_e$ Predicted combined heat load

$P_{nmin}$ Minimum power output for HPU $n$

$P_{nmax}$ Maximum power output for HPU $n$

$P_{r}$ Maximum ramp rate for HPU $n$

$\delta_{n}$ Binary variable for HPU $n$ at time $t$ (on/off)

$\delta_0$ Initial binary state of HPU $n$ (on/off)

$SU_n$ Start up cost for HPU $n$

$T_{n}$ Minimum down-time for HPU $n$ if currently stopped

$T^n_{n}$ Minimum on-time for HPU $n$ if currently on

Model predictive control

$k$ time step

$T$ Prediction horizon

$y$ Measured output at sample time $k = 1$

$\hat{y}_k$ Estimated output at sample time $k$

$y_{ref}$ Set point process state at time $k$

$x_k$ state vector at time $k$

$u_k$ input vector at time $k$

$A$ state matrix

$B$ input matrix

$C$ output matrix

$Q$ output weighting matrix

$R$ input weighting matrix

$n$ number of states

$m$ number of inputs

$p$ number of outputs

1 Introduction

District heating is a widely used technology for supplying hot water and space heating to consumers. The basic District Heating System (DHS) consists of Heat Production Units (HPU) applying energy to a closed system of circulating water. The energy is transported through the DHS to the customer substation that exchanges energy with the internal customer network, Figure 1. Early district heating networks were typically fueled by fossil fuels and supplied high temperature water or steam to the network. The last decades the focus has shifted towards renewable heat sources and maximizing operating efficiency (Lake, Rezaie, and Beyerlein 2017). In 2016 the distribution of energy sources for Norway was 50.1% waste incineration, 28.3% wood byproducts, 13.0% electricity, 5% fossil fuels and 3.6% from other sources. (Statistisk Sentralbyrå 2017).
Fortum Oslo Varme AS (FOV) owns and operates the DHS in Oslo and provides annually 1.7 TWh to over 4000 consumers produced by 36 HPUs situated at 11 different Heat Production Plants (HPP). FOV provides 36% of the national combined power by DHS, making it the largest in Norway (Fortum Oslo Varme 2018).

FOV is continuously optimizing the DHS to minimize human resources, reduce fuel cost and improve operational reliability. One aspect that can contribute to this is to fully automate HPU commitment and control. FOV executes the HPU commitment problem and control manually by human resources, and due to the system complexity, the resulting commitment plan and HPU control is occasionally not optimal.

Considering the size of the FOV’s DHS and number of HPUs, taking the entire system into account when solving these problems would be a large task. Therefore this paper aims to develops a strategy for automatic HPU control and commitment of a minor subsection of the DHS. The subsection selected for this project is separated from the rest of the DHS by a heat exchanger, and can easily be considered a separated system, Figure 1.

To optimize and automate HPU control and commitment, there are several aspects that need to be taken into consideration. The UC problem is dependent on knowing the future HL, which is a variable that is customer controlled and fluctuates heavily depending on several factors such as season, temperature, wind, sunlight, time of day among others. A HL prediction is therefore necessary for achieving optimal UC results. Typically the UC problem in DHS operates with an hourly resolution and operators and simple controllers will handle any deviation from predicted value. The pitfall of this strategy is that it relies on operators executing the actual plan of the UC algorithm and making the right decision of which HPU to increase or decrease power. To eliminate this, a MPC can use the UC algorithm output to control all HPU on a shorter horizon based on the feedback from differential pressure at the substations.

2 Heat load prediction

In order to properly use predictive control and solving the UC problem, an estimate of future heat load is needed. Hagalid (2018) has as part of his project thesis in collaboration with FOV developed a HL prediction based on multiple linear regression (MLR) for FOV’s DHS. Other methods for predicting HL were not considered. A MLR model can be expressed as:

\[ y = \alpha + \sum_{k=1}^{n} \beta_k x_k \]  

Hagalid (2018) shows that, by selecting HL as dependent variable (\( y \)) and air temperature, month of the year as 12 categorical variables, hour of the week as 168 categoricals, heat production 24 hours prior, air temperature multiplied by month of the year, and air temperature multiplied by hour of the week as the independent variables (\( x_k \)), results in robust and good performing model.

Hagalid kindly provided the MATLAB scripts used to create the MLR model. With minor adjustments the script was adapted to create a MLR model for the subsection. To find the the regression coefficients, the function fitlm was fed historical temperature and power data. The outdoor temperature is recorded at HPP 1 and power data is the hourly mean power transferred from HPP 1 and 2 to the subsection’s substations.

3 Unit commitment

For district heating systems, involving more than one HPU, the state and how much power they should produce needs to be optimized. This will typically be influenced by variable fuel cost, restrictions on up/down-time, startup costs and ramp restrictions. Mixed integer linear programming (MILP) can be used to formulate a cost function to be minimized along with a number of constraints on the solution. Several strategies for solving this can be found in (Saravanan et al. 2013). Mixed integer problems are NP-hard and an efficient solver is therefore necessary.

Yalmip (Löfberg 2004) is a free MATLAB add-on which allows easier mathematical formulation of optimization problems. Optitoolbox (Currie and Wilson 2012) add-on provides an easier interface to MILP solver SCIP (Gleixner et al. 2017).

The cost function in (2) was implemented in MATLAB 2017b through the Yalmip/Optitoolbox add-ons using SCIP as solver. Constraints were applied to the solution in order to ensure correct initial conditions (3, 5), that power demand is met (6), power output is between HPU limits (7), ramp rate restrictions (8) and that up/down-time restrictions are met (9, 10).

\[ \min c \ J = \sum_{t=1}^{T_h} \sum_{n=1}^{N} C_n P_n^t + \sum_{t=2}^{T_h} \sum_{n=1}^{N} \delta_n^t SU_n \]  

\[ P_n^t = P_n^{t-1} \quad \forall n \in N \]  

\[ \delta_n^t \in \{0, 1\} \quad \forall n \in N, t \in T_h \]  

\[ \delta_n^t = \delta_n^{t-1} \quad \forall n \in N \]  

\[ \sum_{n=1}^{N} P_n^t \geq P_e^t \quad \forall t \in T_h \]  

\[ \delta_n^t P_n^{t-1} \leq \delta_n^t P_n^{t+1} \quad \forall t \in T_h, \forall n \in N \]  

\[ P_n^t \geq |P_n^{t-1} - P_n^{t-2} - \delta_n^{t-1} P_e^{t-1} | \quad \forall t \in T_h, \forall n \in N \]  

\[ \delta_n^{t-1} \geq \delta_n^t - \delta_n^{t-1} \quad \forall t \in T_h, \forall n \in N \]  

\[ \delta_n^t = [\delta_n^t, \delta_n^{min(T_h,t+T_e^{t-1})}] \]  

\[ \delta_n^d \leq 1 - \delta_n^{t-1} - \delta_n^t \quad \forall t \in T_h, \forall n \in N \]  

\[ \delta_n^d = [\delta_n^d, \delta_n^{min(T_h,t+T_e^{t-1})}] \]
4 System dynamics and identification

The MPC is dependent on a model for predicting future system states. The models need to describe the dynamics of each HPU in the subsection. Although the HPUs use different fuel and are structurally diverse, they are all uniformly connected to the DHS, illustrated by Figure 2. This allows us to use the same model structure for all HPUs.

The variables of importance is the supply line temperature ($T_{nt}$) and flow ($\dot{V}_{n}$) to the DHS, hence selected as the model output. The flow in the internal loop is constant and is therefore omitted. The HPU outlet temperature ($T_{kt}$) is not of interest of controlling to a given value. However MPC can provide predicted value for all outputs for the length of the simulation horizon, and $T_{kt}$ can be useful to calculate the HPU inlet temperature ($T_{kr}$). Therefore $T_{kt}$ is also selected as model output. The variables affecting the selected outputs, hence selected as inputs, are the supplied HPU power ($\dot{Q}_{k}$), $T_{kr}$, the return line temperature from the DHS ($T_{nr}$) and the reference flow value ($\dot{V}_{ref}$) for the DHS flow via the flow controlled valve.

There are multiple model types that fulfills our requirements. We have chosen to model our system as a process model transfer function (PMTF), defined as $H(s) = \frac{k e^{-ts}}{(t_{n}+1)(t_{2}+1)(t_{3}+1)}$ for nth order model with system gain $k$, time delay $t$ and time constants $t_{n}$ . The resulting model structure for a HPU gives a multi-variable PMTF matrix is described in (11)

$$
\begin{bmatrix}
T_{kr}(s) \\
T_{nt}(s) \\
\dot{V}_{n}(s)
\end{bmatrix} = 
\begin{bmatrix}
H_{11}(s) & H_{12}(s) & 0 & 0 \\
H_{21}(s) & H_{22}(s) & H_{23}(s) & H_{24}(s) \\
0 & 0 & 0 & H_{34}(s)
\end{bmatrix}
\begin{bmatrix}
\dot{Q}_{k}(s) \\
T_{kr}(s) \\
T_{nr}(s) \\
\dot{V}_{ref}(s)
\end{bmatrix}
$$

MATLAB System Identification Toolbox was used for model identification. Data with 2 second sample time was selected from the period September 2016 to April 2017. Emphasis was put on finding periods with varied operation where the HPU parameters showed sufficient dynamics. The HPUs have different dynamics during start-up and shut-down, due to by pass valves are open. These periods were avoided as estimation and validation data. Low order process models were sought, typically first order.

5 Model predictive control

MPC is a widely used concept. The basic principles involve calculating future response of outputs from a set of inputs based on a dynamic model of the plant. Both inputs and outputs are subject to constraints such as value and ramp rates. Measured or estimated disturbances can be incorporated in the system. MPC has the benefit of being able to keep inputs and outputs within specified operating ranges while keeping input variation to a minimum.

There are numerous ways to implement MPC, but it is most commonly applied as a linear quadratic cost optimization problem. Given a system described by the state space model $x_{k+1} = Ax_{k} + Bu_{k}$, a quadratic cost optimization problem can be formulated as


\[ \text{min} J = \sum_{k=1}^{T_h} \Delta y_k^T Q \Delta y_k + u_k^T R u_k \] 

s.t. 

\[ x_{k+1} = A x_k + B u_k \]  

\[ \dot{y}_k = C x_k \]  

\[ x_{\text{min}} \leq x \leq x_{\text{max}} \]  

\[ u_{\text{min}} \leq u \leq u_{\text{max}} \]  

\[ \Delta u_{\text{min}} \leq u_k - u_{k-1} \leq \Delta u_{\text{max}} \] 

for 

\[ \Delta y_k = y_k^\text{ref} - \dot{y}_k \]  

\[ \dot{y}_1 = y \]  

\[ y \in \mathbb{R}^p, \quad x \in \mathbb{R}^n \]  

\[ u \in \mathbb{R}^m, \quad A \in \mathbb{R}^{n \times n} \]  

\[ B \in \mathbb{R}^{m \times p}, \quad C \in \mathbb{R}^{p \times n} \]  

The model for one HPU consist of four inputs, however only \( \dot{Q} \) and \( V \) are controllable and set as manipulated variables (MV). \( T_k \) and \( T_n \) is set as measured disturbance (MD). A measured disturbance is often set to the present measured value for the whole simulation horizon. For \( T_n \) this is sufficient, as the temperature is stable with little variation. \( T_k \) on the other hand fluctuates heavily, which might reduce the MPC performance. To compensate for this, as mentioned in section 4, future \( T_k \) values can be calculated using the predicted values \( T_k, T_n \), the MD \( T_n \), the energy equation \( \dot{Q} = c \rho V \Delta T \) and the assumption \( \dot{Q}_{\text{HE in}} = \dot{Q}_{\text{HE out}} \) as shown in (13):

\[ T_{k_i} = -\frac{\dot{V}_n (T_n - T_m)}{\dot{V}_n} + T_{k_i} \]  

The HPUs are parallel to each other, meaning the total flow \( V_T = V_{K1} + V_{K2} + V_{K3} + V_{K4} \). By combining the individual HPU flow outputs the resulting system model is a 16 by 9 PMTF matrix.

The MPC controller was made using MATLAB mpc-function and simulated on the internal plant using mpcmove. Weights for the measured variables were tuned to allow considerable slack in \( T_n \) while keeping \( T_n \) and \( \dot{V} \) as close to setpoint as possible. In order to handle the continuous fluctuating flow and at the same time foresee the largest time constants in the system, the sample time is set to 20s. With the simulation and control horizon set to respectively 100 and 50 samples, the MPC foresee 2000 seconds, about 33 minutes.

### 6 System control strategy

The simulation horizon of 33 minutes is sufficient to control the HPUs, but too short to make decision regarding UC, hence a control hierarchy with differing time ranges is proposed. The prediction algorithm will run hourly and return predicted total power demand. The UC algorithm uses the predicted HL as input and returns operational state of each HPU to the model predictive controller. The UC algorithm can be run every 10-60 minutes or called when necessary from MPC. To integrate the UC and MPC algorithm, a function is needed, illustrated by Figure 3.

The function calculates \( \text{Ref}_V \) for the length of the simulation horizon using \( \dot{Q}_{\text{pred}} \) and \( \dot{V} \) knowing the present and predicted values of \( T_n \) and \( T_m \). The calculated \( \text{Ref}_V \) value might deviate from real time measurements of \( \dot{V} \). The function creates a stipulated trajectory by regression towards \( V_{\text{ref}} \). The function also updates the MV cost and constraints to force the MPC to follow the UC algorithm plan.

The MPC is dependent on feedback to correct any deviation in predicted HL. There are no direct real time measurement of the HL available, but the differential pressure over the substations can work as a substitute. The customer controlled valve in the substations will open and increase the flow through the substation HE if the customer require more power. If all substations combined open their valves, and the total flow and temperature in the DHS are static, the differential pressure will drop. To compensate for this, one can either change the supply line temperature or the flow. Changing the supply line temperature implies large transport delays up to several hours, as the water flow average speed is 2-5m/s. Changing the flow leads to a quicker response as the pressure wave in the pipes travels with speed up to 1200 m/s. To counter the deviations in the predicted HL, the total flow reference for HPP 1 can be adjusted by integrating the deviation from a set value for the substations differential pressure. The MPC will decide which of the enabled HPUs to increase power and flow. Consequently, the UC algorithm is not controlling the HPU power is directly, but decides which HPU to be active, start up or shut down.
7 Results

7.1 Heat load prediction

The HL predictions were made for three separate periods and compared to actual historical data. Plots of predicted values and actual data for the period 12-16 Jan 2016 is shown in Figure 4. Errors were calculated using Root Mean Square Error (RMSE), Mean Average Percent Error (MAPE) and Mean Error (ME), shown in Table 1.

From the error data from June 2017-February 2018 the mean error is negligible, this indicates that on average the model performs well. For shorter periods (16-20 Jan 2018) a significant bias is seen which might impair predictive control of the network. The MAPE and RMSE values are quite high but it is important to note that very short term deviations without bias can be tolerated in a district heating system. The short time deviations might not be model errors, but actually caused by variations in the operating mode of the HPUs so that the training data is flawed. A better model could probably be made by using consumer energy use instead of produced energy as inputs to the model.

<table>
<thead>
<tr>
<th>Period</th>
<th>RMSE [MW]</th>
<th>MAPE [%]</th>
<th>ME [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jun 17-Feb 18</td>
<td>1.5</td>
<td>7.1</td>
<td>0.04</td>
</tr>
<tr>
<td>12-16 Jul 17</td>
<td>0.8</td>
<td>9.5</td>
<td>-0.09</td>
</tr>
<tr>
<td>16-20 Jan 18</td>
<td>1.7</td>
<td>4.9</td>
<td>-0.8</td>
</tr>
</tbody>
</table>

7.2 Unit commitment

The unit commitment algorithm was tested against actual data from 20-24 Jan 2016 using the method described in section 3. Real, time dependent fuel prices were used. Since no data for consumer power usage were available power demand was calculated by summing the power output of all HPUs from historical data. The algorithm was also tested with the same numerical results, but slightly slower processing time using CBC (Lougee-Heimer 2003) and MATLABs intlinprog-solver.

Power output of each HPU from the algorithm and actual historical data are shown in Figure 5. Fuel prices are shown in the same figure for reference.

Fuel costs were calculated for actual data and the proposed solution. A potential fuel cost saving of 20.5% was seen for this period. However this was a known problematic period, similar savings are not to be expected routinely. The UC algorithm is powerful and returns good results, however this subsection of the district heating network is quite simple; only two types of HPUs of which none have difficult operating constraints nor any signifi-
Table 2. Parameters for unit commitment optimization

<table>
<thead>
<tr>
<th>HPU (n)</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{max}}$ [MW]</td>
<td>10</td>
<td>10</td>
<td>26</td>
<td>13</td>
</tr>
<tr>
<td>$P_{\text{min}}$ [MW]</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$P_r$ [MW/hr]</td>
<td>48</td>
<td>48</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>$T_u$ [hr]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$T_d$ [hr]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SU [NOK]</td>
<td>200</td>
<td>200</td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>

Significant start up costs. It might seem that the UC algorithm is overcomplicated for this use, but is chosen keeping in mind that it can be extended to handle UC for the entire DHS.

Figure 5. Top: Proposed solution from algorithm for the period 20-24 Jan 2016. Mid: Actual power output from historical data for the same period. Bottom: Actual fuel prices from the same period.

7.3 System identification

All four HPU loops were modeled separately as described in section 4, for brevity complete data will just be presented for HPU K1. Data for estimation was collected from the period 8-11 Feb 2017 and the resulting model was validated against data from 12-16 Jan 2016. The Normalised Root Mean Square Error (NRMSE) of 0.932 for $T_{kt}$ and 0.787 for $T_{nt}$ indicates a good fit between identified model and actual HPU dynamics. Plots of simulated response from model and validation data are shown in Figure 6 and 7 for respectively $T_{kt}$ and $T_{nt}$.

All models were process models as shown in (11), maximum model order was set to 2. Parametrization of all non-zero transfer functions for HPU 1 is shown in Table 3.

Table 3. Parameters for process model matrix

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Transfer function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{11}(s)$</td>
<td>$\frac{3.56}{1+122s}e^{-5.2s}$</td>
</tr>
<tr>
<td>$H_{12}(s)$</td>
<td>$\frac{0.906}{1+122s}e^{-0.7s}$</td>
</tr>
<tr>
<td>$H_{21}(s)$</td>
<td>$\frac{1.464}{(1+1295)(1+0.0172)}e^{-16.8s}$</td>
</tr>
<tr>
<td>$H_{22}(s)$</td>
<td>$\frac{1.042}{1+93s}$</td>
</tr>
<tr>
<td>$H_{23}(s)$</td>
<td>$\frac{0.360}{1+6.5\times10^7s}e^{-0.5s}$</td>
</tr>
<tr>
<td>$H_{24}(s)$</td>
<td>$\frac{-0.046}{(1+223)(1+0.038s)}e^{-24s}$</td>
</tr>
<tr>
<td>$H_{34}(s)$</td>
<td>$\frac{1}{1+22.8s}$</td>
</tr>
</tbody>
</table>

Figure 6. Plot of simulated response from identified model and actual data for $T_{kt}$. NRMSE: 0.932.

Figure 7. Plot of simulated response from identified model and actual data for $T_{nt}$. NRMSE: 0.787.
Table 4. NRMSE fits for all identified HPU models.

<table>
<thead>
<tr>
<th>HPU</th>
<th>$T_{ht}$</th>
<th>$T_{nt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>93.2</td>
<td>78.7</td>
</tr>
<tr>
<td>K2</td>
<td>94.4</td>
<td>80.8</td>
</tr>
<tr>
<td>K3</td>
<td>64.4</td>
<td>-9.6</td>
</tr>
<tr>
<td>K4</td>
<td>36.0</td>
<td>45.5</td>
</tr>
</tbody>
</table>

7.4 Model predictive control

Figure 8 and 9 show the MPC performance compared to the existing PID cascade. The MPC use the identified model presented in section 7.3 as internal and external plant. The simulation use the historic $T_{nt}$ as MD. The historic $V$ is set as $Ref_V$. The simulation shows that MPC better able to keep $T_{nt}$ to the reference temperature. Figure 9 shows outputs and disturbances for HPU K1 in the upper section and controlled variables $V$ and $Q$ for HPU K1 in the bottom plot.

8 Discussion

The load prediction algorithm worked quite well. Significant deviations from actual values are seen but averaged over longer periods the deviation is canceled. It is believed that a better prediction could be made if power used by consumers was used instead of power produced at the plants. Power production data may be influenced by the operators and may not correspond to actual consumer demand. There are also other methods using neural network that look promising, as shown by (Verrilli et al. 2017).

The unit commitment algorithm works well but may not be necessary for this system seeing as the HPUs have fast ramp rates and few restrictions. A combined optimization/MPC-scheme would likely be the best solution, but would require writing a custom non-linear MPC algorithm.

Good correlation between model and plant was seen for the electrical HPUs. For the bio oil HPUs somewhat poor correlation was seen. This is mainly caused by lack of, and less dynamic estimation data which is detrimental for model estimation. There might also be differences in operation or some nonlinear dynamics in the combustion process which is not reflected in the estimation variables.

The MPC simulation shows that the temperature reference tracking may be improved by implementing MPC to control the HPU. However, the simulations was carried out using the identified models as internal and external plant, meaning there is 100% fit between the MPC’s predicted response and the simulated system response. The MPC’s actual performance is expected to be poorer.

Simulating the complete control hierarchy was difficult for a number of reasons. Currently the closed loop feedback used to indicate power demand is differential pressure across select customer heat exchangers. This is controlled by the customers and can therefore not easily be simulated without modeling the entire DHS. The relation between differential pressure and power demand is also not very clear. A simulation of the complete control hierarchy has therefore not yet been performed.

Further work is needed to complete the project, and our suggestions is to develop a nonlinear model of the HPUs and the DHS, which allows simulation of the control hierarchy and provides a more realistic MPC results.

9 Conclusion

Methods for load prediction and unit commitment performed quite well and are thought to be useful in a real implementation of the control hierarchy. The model predictive controller is likely to improve temperature reference tracking. The complete control hierarchy has not
been tested and is necessary to complete the project.
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Abstract

Methanol (MeOH) synthesis at low temperature (100 °C) presents an opportunity for full syngas conversion per pass. This presents a cheaper alternative for MeOH synthesis using an air-blown autothermal reformer (ATR) rather than the conventional high temperature (>250 °C) MeOH synthesis approach which requires an expensive cryogenic O₂-blown ATR. The aim of this work was to use the process simulation program Aspen HYSYS to simulate and optimize the reactor conditions for a complete MeOH process design using an air-blown ATR. Our results revealed that, while syngas produced from ‘normal’ air-blown ATR (syngas composition 0.20CO:0.40H₂:0.39N₂) required 100 bar to obtain full conversion per pass, syngas produced from enriched air-blown ATR (syngas composition 0.31CO:0.62H₂:0.07 N₂) required 60 bar total syngas pressure to achieve the same. Even though the energy generated in both processes was enough to cover the heating demand in the total process with surplus, the enriched air-blown system provides a better energy recovery if the surplus energy is not used for extra power generation. The total process energy demand due to compression was estimated to be 2270 and 983 MJ/ton MeOH product for the normal air-blown and enriched air-blown systems respectively. A process design was proposed based on the optimized conditions for the enriched air-blown process.

Keywords: Air-blown reformer, syngas, methanol, low temperature, simulation, Aspen HYSYS

1 Introduction

Methanol (MeOH) is a multi-purpose molecule widely used as a base chemical, and for storage of energy and CO₂ (Olah, 2005). MeOH can be used as a fuel blend or directly converted to valuable hydrocarbons such as gasoline over acidic microporous materials (Olsbye et. al., 2012), thereby providing an alternative source of petrochemical feedstock used today.

The current technology for MeOH synthesis is based on conversion of syngas and operates around 250-300 °C and 50-100 bar (Hansen & Højlund Nielsen, 2008). While this technology is highly optimized, the relatively high operating temperature limits conversion to barely 20% per pass due to thermodynamics of the exothermic MeOH synthesis reaction (Equation (1)). As a result, the current process requires several recycling steps to optimize production (Lange, 2001).

Furthermore, the low conversion per pass of this process requires the use of a rather ‘pure’ syngas other than a N₂-diluted syngas for the MeOH synthesis. Such pure syngas production alone accounts for more than half of the total operation and capital cost in current methanol processes (Marchionna et. al., 1998). This is due to the use of expensive cryogenic O₂ for partial oxidation of hydrocarbons. The lowest cost of syngas production is by the use of either an ordinary air or an O₂ enriched air rather than a cryogenic O₂-blown autothermal reformer (ATR) (Hansen & Højlund Nielsen, 2008). The highly exothermic syngas conversion to MeOH requires a relatively low temperature to achieve a full conversion per pass. Hence, such a low temperature process will allow for the use of N₂-diluted syngas for MeOH production, with reduced capital and operation cost as there will be no need for recycling.

\[ CO + 2H₂ \rightleftharpoons CH₃OH \quad \Delta H = -90.6 \text{kJ/mol} \quad (1) \]

Alternatively, a low temperature MeOH synthesis (LTMS) process which proceeds rapidly in a liquid medium at about 100 °C presents the possibility for full syngas conversion per pass (Christiansen, 1919). The LTMS process is known to occur in two steps (Equations (2) and (3)), via a methyl formate intermediate (Ohyama & Kishida, 1998). Typically alkali alkoxide is known to catalyse the carbylation step (Equation 1) and Cu based materials catalyse the hydrogenolysis step (Equation 2). Cu nanoparticles due to largely exposed surface area accelerate the hydrogenolysis step in the LTMS process (Ahoba-Sam, Boodhoo, et. al., 2018). For example, in diglyme solvent, Cu nanoparticles in combination with sodium methoxide led to up to 92% conversion per batch with 20 bar syngas composed of 0.33CO:0.67H₂, at 100 °C (Ahoba-Sam, Olsbye, et. al., 2018).

\[ CO + CH₃OH \rightleftharpoons HCOOCH₃ \quad (2) \]
\[ HCOOCH₃ + 2H₂ \rightleftharpoons 2CH₃OH \quad (3) \]

In this paper, our focus was to design a complete process for the LTMS reaction using Aspen HYSYS simulation.
program. Considering that the LTMS process can tolerate N\textsubscript{2} diluent, the use of ordinary air and other O\textsubscript{2} enriched air can be simulated for the syngas production, and subsequently be used to design a complete MeOH plant. Even though the concept has been described as a ‘dream reaction’ (Hansen & Hojlund Nielsen, 2008), the current work demonstrates that the suggested concept is feasible. The specific aim of this work was to simulate and optimize the reactor conditions in order to propose a complete design of the LTMS process using an air-blown ATR. Different parameters such as chemical compositions, temperature and pressure in the reactors were varied to optimize the process parameters.

2 Process Description

2.1 Principles of the Syngas Production

The syngas production process involved partial oxidation of methane (CH\textsubscript{4}) using air, illustrated in Equation (4). The Figure 1 shows a syngas production process using air as the source of O\textsubscript{2}. The process consists of a reactor (ATR), compressor and heat exchangers. Compressed air was used to make-up for the stoichiometry between CH\textsubscript{4} to O\textsubscript{2}. The CH\textsubscript{4} feed used was assumed to be pure, without any sulphur or heavier hydrocarbon present, while the air feed consisted of only O\textsubscript{2} and N\textsubscript{2} to simplify the simulation. The compressed air together with the CH\textsubscript{4} feed were pre-heated and fed directly into the reactor.

\[
\text{CH}_4 + \frac{1}{2}\text{O}_2 \rightleftharpoons \text{CO} + 2\text{H}_2 \quad \Delta H = -36 \frac{kJ}{mol} \quad (4)
\]

Figure 1. Principle for the syngas production process

2.2 Principles of the MeOH Synthesis Process

Figure 2 shows the MeOH synthesis process using N\textsubscript{2} containing syngas as feed. The LTMS process involved a MeOH reactor and a mixing unit. Since this step is highly exothermic (see Equation (1)) and requires lower operating temperature, the process is often carried out in liquid medium to absorb excess heat to minimize adiabatic rise in temperature beside other solvent’s polarity role for the catalysis (Ahoba-Sam et al., 2017). The syngas feed is mixed with a liquid solvent and fed into the MeOH reactor. For simplicity of the model, we have taken MeOH as a solvent and due to the 100 % thermodynamic syngas conversion, we have neglected the effect of MeOH solvent in the equilibrium calculations.

3 Models

All the simulations were performed using the Aspen HYSYS (version 8.6) program. Gibbs reactors were employed for both the syngas production and LTMS processes. A Gibbs reactor calculates the composition with the theoretical free energy minimum, which is the theoretical equilibrium composition. The Peng-Robinson equation of state (Peng & Robinson, 1976) fluid package was used in all the simulations. The equilibrium for the partial oxidation of CH\textsubscript{4} was calculated for the process in the ATR reactor, while CH\textsubscript{4} was assumed to be inert in the MeOH reactor. After the individual reactors were optimized, an overall system was designed.

Separating units were added in the overall system to represent, (i) a pressure swing adsorber (PSA) and (ii) H\textsubscript{2}O/CO\textsubscript{2} absorber. The PSA was included to help regulate the O\textsubscript{2}/N\textsubscript{2} composition that is fed into the ATR. The H\textsubscript{2}O/CO\textsubscript{2} absorber was used to separate the H\textsubscript{2}O and CO\textsubscript{2} from the syngas effluent before the MeOH reactor. After establishing reasonable pressure and temperature conditions in the individual reactors, the total compression, and heating requirements were simulated, to find out whether additional heating was necessary for the total process.

4 Process Simulations

4.1 Simulation and Optimization of the ATR for Syngas Production

To optimize the feed composition, different mole fractions of the CH\textsubscript{4} air (containing O\textsubscript{2} and N\textsubscript{2}) were fed into the ATR reactor. The O\textsubscript{2}/N\textsubscript{2} ratio was kept constant at air composition of 21/79. The Figure 3 shows the effect of the ratio of CH\textsubscript{4}/O\textsubscript{2} on the syngas produced at 600 °C. The highest amount of CO + H\textsubscript{2} coupled with the least H\textsubscript{2}O and CO\textsubscript{2} side product (3 and 1 % respectively) was observed at CH\textsubscript{4}/O\textsubscript{2}=2. While H\textsubscript{2}O and CO\textsubscript{2} side products increased below the CH\textsubscript{4}/O\textsubscript{2}=2
ratio due to increase in oxidation, lower CH$_4$ conversion was observed at higher CH$_4$/O$_2$ ratio as the amount of O$_2$ became limiting. When the ratio of CH$_4$/O$_2$ was kept constant and O$_2$/N$_2$ ratios were varied (not shown), no variation was observed in the composition of the products. Overall CH$_4$/O$_2$=2 was chosen as a reasonable composition as this gave the highest amount of syngas (CO+H$_2$) with H$_2$/CO=2.

The temperature was varied to determine a reasonable temperature required for the feed inlet. Figure 4 shows the effect of temperature on the syngas produced between 600 to 1600 °C. This was done at 0.30CH$_4$:0.15O$_2$:0.55N$_2$ feed composition set to 20 bar. Generally, the overall CH$_4$ conversion increased while side products decreased with increasing temperature. After 1200 °C, subtle changes were observed in the main products such that both the amount of syngas and H$_2$/CO=2 were similar. The amount of H$_2$O and CO$_2$ side product at 1200 °C decreased from 0.36 and 0.06 % to 0.06 and 0.01 % respectively at 1600 °C. Nevertheless, considering the exothermic nature of the process and its significance on the reactor material, 1200 °C was the temperature of choice for the syngas production.

Furthermore, the total inlet pressure was varied to determine a reasonable pressure required for the optimal feed inlet. Figure 5 shows the effect of pressure on the syngas produced between 10 to 100 bar. This was done using similar syngas composition as was done for the temperature (0.30CH$_4$:0.15O$_2$:0.55N$_2$) at 1200 °C. The overall CH$_4$ conversion increased while side products decreased with decreasing pressure. After 30 bar, no significant changes were observed as both the amount of syngas produced and H$_2$/CO=2 remained the same. Therefore 20 bar was a reasonable pressure of choice for the syngas production.

**Figure 3.** Effect of feed composition on the syngas production, at 600 °C and 10 bar.

**Figure 4.** Effect of temperature on the syngas production, 20 bar

**Figure 5.** Effect of pressure on the syngas production

**4.2 Simulation and Optimization of the MeOH Synthesis Process**

The operating conditions for MeOH production was simulated to optimize the LTMS process. Figure 6 shows the effect of temperature on conversion at 20 and 100 bar syngas pressure. This was calculated using syngas ratio of 0.21 H$_2$: 0.41 CO : 0.39 N$_2$. The syngas conversion rose exponentially from 300 °C to 120 °C and then increased slightly with decreasing temperature. The optimum temperature however depends on the operating pressure as the 20 and 100 bar syngas pressures showed similar trend but different conversions.

**Figure 6.** Effect of temperature on the LTMS process
Figure 7 shows the effect of pressure with and without N\textsubscript{2} at 100 °C. The conversion with N\textsubscript{2} was calculated using 0.21H\textsubscript{2}:0.41CO:0.39 N\textsubscript{2} syngas ratio while the conversion without N\textsubscript{2} was calculated based on 0.67H\textsubscript{2}:0.33CO composition. The syngas without N\textsubscript{2} showed more than 99% conversion from 5 to 100 bar total syngas pressure. The syngas with N\textsubscript{2} however exponentially increased with pressure such that about 99% conversion was achieved at 100 bars. This indicated the importance of N\textsubscript{2} diluent on the partial pressures of the syngas composition required for optimal conversion. Nevertheless, a reasonable pressure chosen for achieving optimal conversion in the presence of 39% N\textsubscript{2} syngas diluent was 100 bar.

![Figure 7. Effect of pressure on the LTMS process](https://example.com/figure7.png)

Figure 7. Effect of pressure on the LTMS process

Figure 8 shows the effect of N\textsubscript{2} diluent concentration on LTMS process at different pressures. Syngas conversion increased with decreasing the amount of N\textsubscript{2} diluent in the syngas. Interestingly, a slight decrease of the amount of N\textsubscript{2} in the syngas from 39% (from normal air composition) to 20%, leads to full conversion even at 60 to 100 bar. Further N\textsubscript{2} reduction below 7% in syngas will thermodynamically allow more than 99% conversion at 100 °C and 20-100 bar. PSA for example can easily be used to enrich air up to 90% O\textsubscript{2} content in air (Rao & Muller, 2007). Hence for the enriched air, 7% N\textsubscript{2} in syngas, which can achieve full conversion per pass at 60 bar was chosen for the LTMS process.

![Figure 8. Effect of N\textsubscript{2} diluent concentration on LTMS process at different pressures](https://example.com/figure8.png)

Figure 8. Effect of N\textsubscript{2} diluent concentration on LTMS process at different pressures

Furthermore, the importance of N\textsubscript{2} diluent was determined by varying its composition in the syngas. Figure 8 shows the effect of N\textsubscript{2} composition in the MeOH synthesis at 100 °C at different syngas total pressures. The optimized operation conditions used for the calculation is tabulated in Table 1. The partial oxidation was carried out at 1200 °C and effluent from the ATR cooled down to 30 °C in both systems. The 20 bar N\textsubscript{2} containing syngas produced was compressed to either 60 or 100 bar in the compressor where adiabatic efficiencies were specified to 75%. Starting with 3990 kmol/h CH\textsubscript{4} flow, the normal air-blowed system yielded 3842 kmol/h MeOH at 100 bar syngas pressure while that with the enriched air-blowed yielded 3919 kmol/h MeOH at 60 bar.

The heat/energy flow for the two systems is shown in Table 2. The negative signs in the table represent heating demands, while the positive represented heat release. For the normal air-blowed system, a surplus (after recovery) of 7.68x10\textsuperscript{8} kJ/h heat was released as calculated from the heating and cooling. The total energy demand for the compressors was estimated to be 2.80x10\textsuperscript{8} kJ/h or 2270 MJ/ton MeOH product for the air-blowed system. For the enriched air-blowed system, a surplus (after recovery) of 6.10x10\textsuperscript{8} kJ/h heat was released when the heating and cooling streams were considered. The energy demand due to compression was estimated to be 1.23x10\textsuperscript{8} kJ/h or 983 MJ/ton MeOH product required for the enriched air-blowed system. Overall the heat demand is covered by the surplus heat in both air-blowed ATR systems.

### 4.3 Simulation of the Overall LTMS Process

The optimized operation conditions for the two reactors were put together as an overall LTMS process. Two scenarios were considered; one involving ‘normal’ air-blown ATR (0.21 O\textsubscript{2}:0.79 N\textsubscript{2}) and the other involving an O\textsubscript{2} enriched air-blown (0.70 O\textsubscript{2}:0.30 N\textsubscript{2}) system. Figure 9 shows the Aspen HYSYS flow-sheet for the overall standard LTMS process for an enriched air-blowed ATR. The set-up in the Figure 9 differs from the normal air-blowed system by the inclusion of a PSA unit for enriching the air.

The details of the selected operating conditions used for the calculation is tabulated in Table 1. The partial oxidation was carried out at 1200 °C and effluent from the ATR cooled down to 30 °C in both systems. The 20 bar N\textsubscript{2} containing syngas produced was compressed to either 60 or 100 bar in the compressor where adiabatic efficiencies were specified to 75%. Starting with 3990 kmol/h CH\textsubscript{4} flow, the normal air-blowed system yielded 3842 kmol/h MeOH at 100 bar syngas pressure while that with the enriched air-blowed yielded 3919 kmol/h MeOH at 60 bar.

The heat/energy flow for the two systems is shown in Table 2. The negative signs in the table represent heating demands, while the positive represented heat release. For the normal air-blowed system, a surplus (after recovery) of 7.68x10\textsuperscript{8} kJ/h heat was released as calculated from the heating and cooling. The total energy demand for the compressors was estimated to be 2.80x10\textsuperscript{8} kJ/h or 2270 MJ/ton MeOH product for the air-blowed system. For the enriched air-blowed system, a surplus (after recovery) of 6.10x10\textsuperscript{8} kJ/h heat was released when the heating and cooling streams were considered. The energy demand due to compression was estimated to be 1.23x10\textsuperscript{8} kJ/h or 983 MJ/ton MeOH product required for the enriched air-blowed system. Overall the heat demand is covered by the surplus heat in both air-blowed ATR systems.
cryogenic O\(_2\) production presents a cheaper alternative rather than a cryogenic air separation (Rao & Muller, 2007) as used in Figure 9. Nevertheless, a typical ATR reactor has a burner concerns about the choice of the reactor material.

Table 2. Heat/Energy flow for the overall LTMS process in reference to Figure 9

<table>
<thead>
<tr>
<th>Heating</th>
<th>Air-blow (10^6 kJ/h)</th>
<th>Enriched-air (10^6 kJ/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH4HEATER (+)</td>
<td>306</td>
<td>306</td>
</tr>
<tr>
<td>AIRHEATER (+)</td>
<td>219</td>
<td>60.2</td>
</tr>
<tr>
<td>DUTY1AFTERATR (+)</td>
<td>451</td>
<td>315</td>
</tr>
<tr>
<td>DUTY2AFTERATR (+)</td>
<td>366</td>
<td>252</td>
</tr>
<tr>
<td>DUTY3AFTERCOMPR (+)</td>
<td>141</td>
<td>32.2</td>
</tr>
<tr>
<td>HEATI (+)</td>
<td>335</td>
<td>377</td>
</tr>
<tr>
<td>PSAEFFECT</td>
<td>-</td>
<td>19.4</td>
</tr>
<tr>
<td>AIRCOMPREFFECT</td>
<td>144</td>
<td>47.6</td>
</tr>
<tr>
<td>SYNGASCOMPREFFECT</td>
<td>135</td>
<td>56.4</td>
</tr>
</tbody>
</table>

5 Discussion of the Process

The air-blown ATR process for LTMS technology differs from conventional MeOH synthesis technology by the inclusion of N\(_2\) diluent. The use of normal air for syngas production presents a cheaper alternative rather than a cryogenic O\(_2\) as more capital intensive. Alternatively, cheaper O\(_2\) enriched air can be produced either by PSA or membrane separation technologies. PSA was preferred for the model since membrane separation is usually economical only at small scale (i.e. < 20 ton/day). When an enriched air is used, the cost of production using a PSA will be cheaper than the use of a cryogenic air separation (Rao & Muller, 2007) considering the 70 % O\(_2\) (in air) purity estimated for the partial oxidation in this work.

The exothermic partial oxidation reaction for the syngas production generates excess energy. The reaction specified at 1200 °C indicates outlet temperatures between 1350-1440 °C. This can raise concerns about the choice of the reactor material. Nevertheless, a typical ATR reactor has a burner operating above 2000 °C (Dybkjaer, 1995), and hence a 1440 °C stream outlet with a good heat transfer does not pose extra danger compared to the existing reactors. It is also important to note that the partial oxidation process is already a commercial process in ammonia plants (York et. al., 2003) and considering the high operating temperature, the conversions obtained are practically close to equilibrium.

Furthermore, the difference in energy input and output due to heating indicated surplus of 7.68x10^8 and 6.10x10^8 kJ/h released in the normal air-blown and the...
enriched air-blown processes respectively. This indicated that heat generated in the process was enough to cover the heating demand in the total process. If the surplus energy is not recovered, the heat lost will be higher in the normal air-blown system. The surplus energy can however be used for power production for example in steam turbines (Ganapathy & Faulkner, 2002). The energy demand will therefore be due to feed compression, which can be reduced by the power generated from the surplus energy.

Thermodynamically, a full conversion per pass can be attained at lower temperatures below 120 °C. This however, depended on the partial pressure of the syngas components. When 39 % N₂ (from normal air-blown) in syngas was used as feed, full syngas conversion was possible at 100 bar. One disadvantage is the need for larger reactor volumes due to the space occupied by the N₂ diluent. However, with the enrichment of the air, same conversion could be attained with 7 % N₂ in syngas at 60 bar. The energy demand from compression relative to MeOH production was therefore estimated to be 2270 and 983 MJ/ton MeOH product for the normal air-blown and the enriched air-blown systems respectively.

The optimized LTMS process was put together and a complete process design proposed. The Figure 10 shows a simplified diagram of the proposed air-blown LTMS process. Even though full syngas conversion can be achieved at 100 °C and 60 bar, there are a few experimental drawbacks. H₂O and CO₂ for example are catalyst poisons, and are required to be less than 10 ppm (Liu et. al., 1988; Ohyama, 2003). The amount of methoxide diminishes by reacting with H₂O and CO₂ to produce hydroxide and carbonate respectively. As a results, there is a need to have an absorbing unit to remove H₂O and CO₂ from the syngas. Moreover, as MeOH is separated from the product stream some of the catalyst system which has undergone recycling can be reintroduced into the reactor. Overall, the air-blown ATR for a complete LTMS process design is a promising process for cheaper MeOH production.

6 Conclusion

Simulations and optimizations of air-blown ATR and MeOH synthesis were performed to design a complete LTMS process. A normal air and an O₂ enriched air-blown ATR were optimized for syngas production in the low temperature MeOH synthesis process. Overall, the air-blown system containing 39 % N₂ (from air) in the syngas required about 100 bar to achieve full conversion, while the enriched air-blown system which contained 7 % N₂ in syngas could achieve same conversion at 60 bar. In both cases, the energy generated in the process was enough to cover the heating demand in the total process. When the surplus energy is not recovered, the heat lost will be higher in the normal air-blown system than the enriched air-blown system. The energy requirement for compression was therefore estimated to be 2270 and 983 MJ/ton MeOH product for the normal air and enriched air-blown systems respectively. An overall design was proposed based on the optimized conditions for the air-blown process.
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Abstract
In order to remove CO₂ from power or process industry, a well-known method is absorption in monoethanolamine (MEA) followed by desorption, and this technology has been in operation for decades. The major challenge is the high energy demand for CO₂ desorption. In many industrial cases, a limited amount of cheap waste heat is available and this makes partial CO₂ capture an interesting option. It is not obvious whether a high removal efficiency from a part of the exhaust or a low removal efficiency from the total exhaust is the optimum solution. In this work, simulations of traditional amine-based CO₂ capture processes are performed with full-flow and part-flow of flue gas. The cost of CO₂ capture is estimated using a detailed factor method and a Lang factor method. It is found that a full-flow alternative is the energy optimum while a part-flow alternative treating 80% of the exhaust gas is the cost optimum. This work shows that the calculated optimum is dependent both on the criteria used and on the selected method.
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1 Introduction
Global warming due to increased greenhouse gas emissions, especially CO₂ emissions has become a major environmental issue. CO₂ emissions have been tripled from fossil fuel, cement industry and flaring since 1970 (IPCC, 2014). The cement industry accounts for around 5% of anthropogenic greenhouse gas emissions. CCS (Carbon capture and storage) is urgently needed along with other energy efficiency measures to reduce the industrial emissions to a level that will meet the 2°C goal (IEAGHG, 2013). United Nations has set this long term goal to limit the global average temperature to well below 2°C above pre-industrial levels since this would reduce the risks and impacts of climate change (IEA, 2015).

1.1 Aim
The aim of this work is to investigate the energy optimum and cost optimum conditions for CO₂ capture from a cement plant with the use of limited excess heat available from the process. Besides, a task is to compare two cost estimation methods, i.e., detailed factor method and Lang factor method.

The subsequent challenge is to perform a cost-benefit analysis of different cases to evaluate whether it is cost optimum to treat all the exhaust gas or only a part of it. Some previous studies (Park, 2016; Øi et al, 2017) have concluded both that a part-flow alternative is optimum and that a full-flow alternative is optimum. The objective of this work is to analyze whether the calculated optimum is dependent both on the criteria used and on the selected method.

1.2 Literature
There have been numerous studies that perform techno-economic analysis of different CO₂ capture concepts, not only for power industry but also for process industries (Rao et al, 2002; Kuramochi et al, 2012) but detailed studies that investigate waste or excess heat potential from process industries to power post combustion CO₂ capture plants are rare.

(Dong et al, 2012) performed a study of the possibility to utilize waste heat from a cement plant to capture CO₂ effluent from the plant. Up to 78% capture could be achieved using only waste heat by integrating heat recovery with CO₂ capture.

A techno-economic analysis of an oil refinery with amine-based based carbon capture plant has been performed (Andersson et al., 2016). In this work, excess heat from the refinery was shown to decrease specific cost of carbon capture.

The (NORDICCS, 2017) project has evaluated the potential of using waste heat from cement industry to cover the reboiler duty of the stripper for an amine-based CO₂ capture plant and concluded that utilisation of waste heat is necessary in order to lower the cost of CO₂ capture. The CO₂StCap project (Skagestad et al, 2017) is in progress in Norway and Sweden to evaluate different possibilities for partial CO₂ capture from industrial sources.

At the University College of Southeast Norway there have been performed simulations of possible CO₂ capture from Norcem cement plant in Brevik (Svolsbru, 2013). (Park, 2016) simulated partial CO₂ capture and concluded that in case of partial CO₂ capture of approximately 40% of the CO₂ in the flue gas from a cement plant, treating the flue gas would probably be more cost optimum compared to treat only a part of the flue gas. (Øi et al, 2017) have performed partial CO₂ capture on a traditional amine-based process and a vapour recompression process and concluded that the process with a low absorption column treating the total exhaust gives the lowest cost per ton CO₂ captured.
1.3 Process description

Figure 1 shows a standard process for CO₂ absorption into an amine-based solvent. It comprises an absorption column, a stripping column including a reboiler and condenser, circulating pumps and heat exchangers.

Figure 1. Process flow diagram of a standard amine-based CO₂ capture process (Aromada and Øi, 2015)

A sketch of a general post-combustion partial CO₂ capture process is presented in Figure 2. The whole or a part of a flue gas is sent to an absorber where CO₂ is absorbed in a solvent. The solvent is regenerated by releasing the CO₂ in a desorber and the regenerated solvent is sent back to the absorber.

Figure 2. A schematic of partial CO₂ capture (Park, 2016)

2 Methodology

Four case studies are analysed for partial CO₂ capture using only excess heat as mentioned in Table 1.

Table 1. Case studies description

<table>
<thead>
<tr>
<th>Case study</th>
<th>Description</th>
<th>Flow type</th>
</tr>
</thead>
<tbody>
<tr>
<td>C100</td>
<td>All the flue gas from String 1 goes to the CO₂ capture plant</td>
<td>Full-flow</td>
</tr>
<tr>
<td>C80</td>
<td>80% of flue gas from String 1 goes to the CO₂ capture plant</td>
<td>Part-flow</td>
</tr>
<tr>
<td>C60</td>
<td>60% of flue gas from String 1 goes to the CO₂ capture plant</td>
<td>Part-flow</td>
</tr>
<tr>
<td>C40</td>
<td>40% of flue gas from String 1 goes to the CO₂ capture plant</td>
<td>Part-flow</td>
</tr>
</tbody>
</table>

The cost and energy optimum alternative from the above four case studies was selected for two more case studies, one with lower reboiler temperature (115 °C) and the other with a plate & frame heat exchanger to be used as lean/rich heat exchanger. The case studies in this work are performed in two parts:

1. Simulation of amine-based CO₂ capture plant
2. Dimensioning and cost estimation of CO₂ capture plant

2.1 Specifications and simulation of standard CO₂ capture process

All case studies were simulated for a standard process as in Figure 1 using Aspen HYSYS version 8.6 by selecting the Kent-Eisenberg vapour/liquid equilibrium model. Aspen HYSYS is a commercial general purpose process simulation program from AspenTech. It contains several equilibrium models, process unit operation models and flow-sheeting calculation alternatives.

The specifications for the full flow case simulation (case C100) are presented in Table 2. The flue gas (string 1) data are from a cement plant, and the excess heat is assumed to be constant 24.5 MW (NORDICCS, 2017). The absorption and desorption columns are simulated with equilibrium stages including a stage efficiency.

Table 2. Aspen Model parameters and specifications for the full flow alternative (Case study: C100)

<table>
<thead>
<tr>
<th>Simulation parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flue gas (string 1) temperature from process</td>
<td>80 °C</td>
</tr>
<tr>
<td>Inlet flue gas temperature to absorber</td>
<td>40 °C</td>
</tr>
<tr>
<td>Inlet gas pressure to absorber</td>
<td>1.1 bar</td>
</tr>
<tr>
<td>Inlet flue gas molar flow rate</td>
<td>5788 kmol/h</td>
</tr>
<tr>
<td>CO₂ in inlet flue gas</td>
<td>22.1 mol-%</td>
</tr>
<tr>
<td>Lean MEA temperature</td>
<td>40 °C</td>
</tr>
<tr>
<td>Lean MEA pressure</td>
<td>1.01 bar</td>
</tr>
<tr>
<td>Lean MEA mass flow rate</td>
<td>527500 kg/h</td>
</tr>
<tr>
<td>MEA content in Lean MEA</td>
<td>29.0 mass-%</td>
</tr>
<tr>
<td>CO₂ in Lean MEA</td>
<td>5.5 mass-%</td>
</tr>
<tr>
<td>Number of stages in absorber</td>
<td>15</td>
</tr>
<tr>
<td>Murphree efficiency in absorber stages</td>
<td>0.11 – 0.21</td>
</tr>
<tr>
<td>Temperature in amine before desorber</td>
<td>101.2 °C</td>
</tr>
<tr>
<td>Number of stages in desorber</td>
<td>10</td>
</tr>
<tr>
<td>Murphree efficiency in desorber stages</td>
<td>0.5</td>
</tr>
<tr>
<td>Reflux ratio in desorber</td>
<td>0.3</td>
</tr>
<tr>
<td>Desorber pressure</td>
<td>2.0 bar</td>
</tr>
<tr>
<td>Reboiler temperature</td>
<td>120 °C</td>
</tr>
<tr>
<td>Reboiler Power (only excess heat)</td>
<td>24.5 MW</td>
</tr>
<tr>
<td>Pressure increase across Lean amine pump</td>
<td>3 bar</td>
</tr>
<tr>
<td>Pump efficiency</td>
<td>0.75</td>
</tr>
<tr>
<td>ΔTmax in Lean/Rich heat exchanger</td>
<td>10 °C</td>
</tr>
</tbody>
</table>
Murphree efficiencies for CO$_2$ in the absorption column stages are specified; efficiency is constant at 0.21 for the first five stages and then decreases linearly down to 0.11 for stage 15 (Øi, 2012). The Murphree efficiency for CO$_2$ in the desorption column is constant at 0.5. The Murphree efficiency for a stage is defined by the change in mole fraction CO$_2$ from a stage to another divided by the change on the assumption of equilibrium. Pumps were simulated with an adiabatic efficiency of 0.75.

Figure 3 shows the representation of the standard amine-based absorption desorption process in the simulation program Aspen HYSYS. The calculation sequence is similar to earlier works (Øi, 2007; Aromada and Øi, 2015). First the absorption column T-100 is calculated from the inlet gas and the lean amine (which is first guessed). The rich amine from the bottom of the absorption column passes through the pump P-100 and the main rich/lean heat exchanger E-102 and gains heat from the lean amine from the desorption column. The heated rich amine is entering the desorption column T-101 which calculates the hot lean amine leaving the desorption column. The hot lean amine leaving from bottom of desorber is being pumped to a higher pressure via lean amine pump P101 and passes through the lean/rich heat exchanger E-102 and is then further cooled in the lean cooler E-101. Then this lean amine is checked in a recycle block RCY-1. It is checked whether the recycled lean amine is sufficiently close to the earlier guessed lean amine stream, which may be changed by iteration. This is completing the loop.

2.2 Dimensioning and cost estimation calculations  

2.2.1 Scope analysis

The cost analysis is limited to the equipment listed in the flow-sheet Figure 3 excluding the flue gas cooler. No pre-treatment like inlet gas purification or cooling is considered. And no treatment after stripping like compression, transport or storage of CO$_2$ is considered. The cost estimate is limited to installed cost of listed equipment. It does not include e.g. land procurement, preparation, service buildings or owners cost.

2.2.2 Dimensioning of equipment

The dimensions of the process equipment are estimated based on typical dimension factors. The absorption column diameter is based on a gas velocity of 2.5 m/s and the desorption column is based on a gas velocity of 1 m/s (Park and Øi, 2017). The packing height of the absorption and desorption column is 1 meter per stage with a specified stage efficiency. The total height of the absorption column and desorption column is assumed to be 40 m and 22 m respectively. The calculation of absorber height includes packing, liquid distributors, water wash, demister, gas inlet & outlet and sump while calculation of desorber height includes inlet for condenser, packing, liquid distributor, gas inlet and sump.

The heat transfer areas of the heat exchangers are calculated based on duties and temperature conditions obtained from simulations. Overall heat transfer coefficient values have been assumed, for lean/rich heat exchanger 500 W/(m$^2$K), lean amine cooler 800 W/(m$^2$K), reboiler 800 W/(m$^2$K) and condenser 1000 W/(m$^2$K) (Øi, 2012). Shell and tube heat exchangers were mainly considered for case studies but for one alternative study plate & frame heat exchanger was also considered.

Centrifugal pumps are selected for the rich amine and lean amine pump. Volumetric flow rate and pump power are required in order to calculate equipment cost for pumps, which is available from the simulations.

![Figure 3. Aspen HYSYS flow-sheet of a standard amine-based CO$_2$ capture process](https://doi.org/10.3384/ecp1815358)
2.2.3 Capital cost estimation methods used

The equipment costs are taken from the Aspen In-plant Cost Estimator (v.10), which gives the cost in Euro (€) for Year 2016 (1st Quarter). A generic location that has good infrastructure and easy access to a workforce and materials, e.g. Rotterdam, is assumed. Stainless steel (SS316) with a material factor of 1.75 was assumed for all equipment units. To calculate capital cost, two methods were used.

In the detailed factor method, each equipment cost (in carbon steel) was multiplied with its individual installation factor to get equipment installed cost, as in earlier works (Öi, 2012; Park, 2016). The total capital cost was then calculated by adding all the individual equipment installed costs. The detailed installation factor is a function of the site description, equipment type, materials, size of equipment and includes direct costs (such as the costs for erection, instruments, civil, piping, electrical, insulation, steel and concrete), engineering costs, administration costs and the costs for commissioning and contingency. The updated installation factors for year 2016 (Eldrup, 2016) were used that decreases with increasing equipment cost. This cost estimate is expected to have an accuracy of ±40%.

In the Lang factor method (named after Hans J. Lang in 1947) the idea is to have overall installation factors, called Lang factors, depending upon the type of process plant. In this study, a Lang factor for a fluid process plant which is 4.74 (Turton et al, 2013) has been multiplied with the sum of all equipment costs to estimate the total capital cost.

2.2.4 Operational cost calculation

The electricity cost is set to 0.12 €/kWh. The cooling water cost is set to 0.02 €/m³, and the excess heat is specified to be free although the excess/waste heat always comes with a cost. The annual maintenance cost was set to 4 % of the equipment installed cost. Annual operator cost is added on basis of shift work (6 operators). One operator is assumed to cost 77000 €/year which includes salary as well as employer’s expenses. The yearly operating time was 8000 hours, the calculation time was set to 25 years (2 years construction) and the interest was set to 7.5 %.

2.2.5 Capture efficiency and cost calculation

The CO₂ capture efficiency is calculated using equation (1) and the CO₂ capture cost is calculated using equation (2) shown below.

\[
\text{Capture efficiency} = \frac{\text{CO}_2 \text{ sour gas} - \text{CO}_2 \text{ sweet gas}}{\text{CO}_2 \text{ sour gas}} \times 100 \quad (1)
\]

\[
\text{CO}_2 \text{ capture cost} = \frac{€}{\text{ton CO}_2} = \frac{\text{CAPEX} + \text{OPEX} \text{ (€/yr)}}{\text{CO}_2 \text{ captured (ton/yr)}} \quad (2)
\]

3 Results and Discussion

For the main four case studies of partial CO₂ capture, Figure 4 shows the plot between captured CO₂ from full flow (C100) to 40% flow (C40) and the cost of capture per ton CO₂. The lowest cost is obtained for C80 with the detailed factor method. The cost results for the Lang factor method has a higher cost per ton CO₂ captured than with the detailed factor method for all the cases. The reason for this is the fact that in the detailed factor method, each equipment gets different installation factor and when the installation factors for all the equipment are combined, that was found to be less than the Lang factor (4.74) used for this study.

![Figure 4. CO₂ capture cost plotted against captured CO₂ for full-flow and part-flow case studies](https://doi.org/10.3384/ecp1815358)

The curve in Figure 4 also indicates that the cost of CO₂ capture initially goes down when the amount of CO₂ capture decreases from 0.245 Mt/yr to around 0.23 Mt/yr but then the cost increases sharply as the captured amount decreases further.

![Figure 5. Overall cost analysis of four case studies](https://doi.org/10.3384/ecp1815358)

Detailed cost analysis and capture efficiency for the main four case studies is shown in Figure 5. The CAPEX dominates in all the case studies. The best capture efficiency is for case study C100 but the capture efficiency does not fall down drastically from C100 to C60 (49.6 to 45.5 %). While for C40, the efficiency falls down to 37% and this case study has also the highest
capture cost as well. The energy optimum case study proves to be C100. The cost optimum case study when it comes to Lang factor is C60 (16.87 €/t) but capture cost of C80 (16.90 €/t) is not far away from the lowest. With the detailed factor method, the lowest capture cost comes for the case study C80 (14.46 €/t) while capture cost for C100 (14.54 €/t) is close to that of C80. Hence, the case study C80 with the detailed factor method is cost optimum and selected for further analysis.

![Figure 6](image6.png)

**Figure 6. Capital cost overview of case study C80 (STHX, Shell & tube heat exchanger)**

Since CAPEX dominates the capture cost, it will be worthwhile to have a detailed look on the capital cost of case study C80 that helps in optimization, which is shown in Figure 6. There are four major equipment, lean/rich heat exchanger, reboiler, absorber shell and packing that are contributing significantly and the efforts should be directed to reduce this cost.

An alternative to reduce the lean/rich heat exchanger capital cost is to replace the shell and tube heat exchanger (STHX) with a plate and frame heat exchanger (PFHX) (Marcano, 2015). That has also been performed for all the case studies, with the name PFHX and the results are presented in Figure 7.

![Figure 7](image7.png)

**Figure 7. Cost overview of alternatives with PFHX, Plate & frame heat exchanger and with lower reboiler duty**

The results clearly indicates that by replacing shell & tube heat exchanger with plate & frame heat exchanger (for lean/rich heat exchanger), the capture cost further decreases for all the cases. The lowest capture cost in this scenario remains to be case study C80 that decreased from 14.46 €/t (with STHX) to 13.11 €/t (with PFHX).

In another alternative case study C80, the reboiler temperature has been decreased from 120 °C to 115 °C. By doing this, more excess heat can be available and it might help in reducing the capture cost. The results of this new case study C80 REB115 is also presented in Figure 7. For this case study, excess heat was increased to 25.1 MW since we can utilize further excess heat of 5 °C from hot exhaust gas. Table 3 contains some important input parameters and outputs for case studies C80 and C80 REB115.

**Table 3. Input Parameters and results for case study C80 and C80REB115**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>C80</th>
<th>C80REB115</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flue gas flow rate</td>
<td>Kmol/h</td>
<td>4630</td>
<td>4630</td>
</tr>
<tr>
<td>Excess heat to reboiler</td>
<td>MW</td>
<td>24.5</td>
<td>25.1</td>
</tr>
<tr>
<td>Lean MEA flow rate</td>
<td>kg/h</td>
<td>535000</td>
<td>845000</td>
</tr>
<tr>
<td>Lean loading</td>
<td></td>
<td>0.26</td>
<td>0.35</td>
</tr>
<tr>
<td>Rich loading</td>
<td></td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>CO₂ capture efficiency</td>
<td>%</td>
<td>47.9</td>
<td>46.3</td>
</tr>
<tr>
<td>CO₂ removed per year</td>
<td></td>
<td>0.236</td>
<td>0.228</td>
</tr>
<tr>
<td>Reboiler energy demand</td>
<td>MJ/kg</td>
<td>3.27</td>
<td>3.47</td>
</tr>
</tbody>
</table>

The results in Figure 7 shows that the capture cost has increased from 14.46 €/t to 16.46 €/t for case study C80 REB115 even though the excess heat has been increased. Besides the capture cost, reboiler energy demand has also increased for this lower reboiler temperature case study, while the capture efficiency and CO₂ removed per year decreases as shown in Table 3.

### 3.1 Sensitivity analysis

The sensitivity analysis has been performed on capital cost, specifically on the installation factors of the four most costly equipment identified i.e., lean/rich heat exchanger, reboiler, absorber shell and packing. Installation factors for these equipment have been decreased by 50% to see the impact they have on capture cost of main four case studies.

Another analysis has been performed on civil installation sub-factor. This sub-factor of the detailed installation factor is expected to cover additional cost due to equipment cost (and size). This sub-factor has also been decreased by 50% for all the equipment installation factors and its effect on capture cost has been analysed.

The results are presented in Table 4, which shows that by decreasing the installation factors for absorber packing, the full flow case C100 becomes the cost optimum case although the lowest cost 12.82 €/t is achieved for case C80 when installation factor for lean/rich heat exchanger is reduced. For all other scenarios, case C80 continues to give lowest cost per ton
when the installation factor or civil sub-factor is decreased by 50%. The greatest impact on capture cost is by the lean/rich heat exchanger and the reboiler, the capture cost goes down significantly from 1.4 – 2.5 €/t for all the cases. The lowest impact is by the civil sub-factor where the capture cost decreases by only 0.13 €/t for cases C100 to C60 apart from for the C40 case where the increase is 0.96 €/t.

**Table 4. Effect of installation factors (IF) and civil sub-factor (factors decreased by 50%) on capture cost**

<table>
<thead>
<tr>
<th>Case study</th>
<th>C100</th>
<th>C80</th>
<th>C60</th>
<th>C40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capture Cost, €/t</td>
<td>14.54</td>
<td>14.46</td>
<td>14.67</td>
<td>18.06</td>
</tr>
<tr>
<td>IF-Abs. Packing, €/t</td>
<td>13.77</td>
<td>13.82</td>
<td>14.17</td>
<td>17.66</td>
</tr>
<tr>
<td>IF-Abs. Shell, €/t</td>
<td>13.47</td>
<td>13.46</td>
<td>13.79</td>
<td>17.15</td>
</tr>
<tr>
<td>IF-Reboiler, €/t</td>
<td>13.07</td>
<td>12.92</td>
<td>13.05</td>
<td>16.10</td>
</tr>
<tr>
<td>IF-Ur heat exch., €/t</td>
<td>12.86</td>
<td>12.82</td>
<td>13.02</td>
<td>15.48</td>
</tr>
<tr>
<td>Civil sub-factor, €/t</td>
<td>14.41</td>
<td>14.33</td>
<td>14.54</td>
<td>17.10</td>
</tr>
</tbody>
</table>

In a more detailed analysis for cost optimization, the number of stages in the absorber should be optimized but this is not included in the scope of this study.

### 3.2 Comparisons with earlier work

(Dong et al, 2012) calculated that it was possible to capture 78 % CO₂ in a cement case under other conditions. The amount captured was dependent on the degree of integration. (Park, 2016) concluded that the lowest total cost per ton CO₂ captured was calculated for the standard full-flow process with 5 absorption stages. This conclusion was however based on the assumption that transport and treating of the gas before or after CO₂ capture was not considered. (Öi et al, 2017) worked on partial capture from flue gas of cement industry and concluded that the energy optimum case and the lowest total cost per ton CO₂ captured was calculated for the standard full-flow process with a low number of absorption stages.

### 4 Conclusion

Different case studies from full flow of the flue gas from String 1 to part flow for partial CO₂ capture in a cement industry were simulated with only excess heat using the process simulation tool Aspen HYSYS. These case studies were cost estimated using the Aspen In-plant cost estimator along with two cost estimation methods i.e., detailed factor method and Lang factor method.

The highest CO₂ removal efficiency is obtained for the full flow alternative which is regarded as the energy optimum process with a reboiler energy demand around 3.2 MJ/kg CO₂. The cost optimum case was with 60% of the flue gas flow into the capture plant, when the Lang factor method was used. When using the detailed factor method, the case with 80% of the flue gas flow is the cost optimum alternative. This is valid for all the different case studies performed via detailed factor method with the exception when the installation factor for absorber packing was decreased, the full flow alternative becomes the cost optimum. This clearly shows that the selection of the cost estimation method and the assumptions made have a great impact on the results.

The greatest impact on capture cost was by the capital cost, specifically by the lean/rich heat exchanger, reboiler, absorber shell and packing. The capture cost can be reduced by selecting a plate and frame heat exchanger as the lean/rich heat exchanger.
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Abstract

The beam equation describes the deflection of a beam subject to point loads and / or distributed loads, while being supported at both ends. The beam equation is commonly derived in the scientific literature using force- and moment balances, which lead to a boundary value problem. The present paper derives the beam equation using the minimum total potential energy principle and solves the optimization problem numerically. The motivation behind this work is to ease future extensions of the beam equation into larger deflections and nonlinear materials. These future extensions are necessary to model subsea power cables and umbilicals during bending stiffness tests which is the author’s final goal.
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1 Introduction

The offshore oil and gas industry, as well as power grid companies, require increasingly accurate analyses and physical testing of subsea power cables and umbilicals to be able to install them in deeper waters, in colder environments, and during harsher weather conditions. This challenges engineers, scientists, and software developers working in the cable manufacturing industry and among service- and software providers.

Subsea power cables and umbilicals are complex structures consisting of a large number of individual elements, such as the umbilical shown in Figure 1. For some cable designs the number of individual elements exceeds 200. The relative displacements between these elements and complex nonlinear material characteristics are among the main challenges in modeling cables’ mechanical properties. As both the cable geometry and the material properties are highly complex, there will inherently be uncertainties in the cable models. It is therefore essential to validate the models through physical testing.

The scientific literature on physical bending stiffness tests of cables is very sparse. Hence, there is very limited information on various test rig designs; Maioli (2015) and Tarnowski (2015) both present results based on rigs with a design as sketched in Figure 2. In Maioli (2015) the arrangement is horizontal, i.e. the force is applied in the horizontal plane, while in Tarnowski (2015) the force is applied vertically.

The author and his colleagues have developed a bending stiffness rig which is also based on the principle illustrated in Figure 2. This work is presented in Jordal et al. (2017) and Komperød et al. (2017). The rig is vertical and the force can be applied in both directions, i.e. up and down, in a sinusoidal manner, making the cable oscillate.

In Komperød et al. (2017) the beam equation is used to calculate the cable’s bending stiffness based on measurements of the cable’s deflection and the force required to achieve this deflection. This equation is derived for beams under the assumptions of small deflections and linear, elastic material in the beam. The exact same equation is also used in Maioli (2015). Tarnowski (2015) presents another model that intends to handle larger deformations. However, also this approach considers the cable as one solid object, rather than a compound object consisting of a large number of individual cable elements.

When cables are bent, there are relative displacements between the cable elements. A large number of scientific publications consider the effect of shear forces between cable elements due to friction, for example Lutchansky (1969) and Kebadze (2000), and show that this effect has major impact on the cables’ bending stiffness. Over the last few years, also shear forces due to bitumen-coating on the armor wires have got attention in the scientific literature. Among the publications on this topic are Hedlund (2015), Komperød (2016a,b), and Martindale et al. (2017).

Analyses of cables’ mechanical properties are commonly (i) assuming constant cable bending curvature...
The bending stiffness calculated in analyses and the bending stiffness identified from physical tests are not directly comparable because they are based on different assumptions. To close the gap between analyses and physical testing, the author develops models of cables subject to the loads and the boundary conditions of the bending stiffness rig. These models can then be directly compared to, and hence validated against, the results of the physical tests. When the models have been validated, changing their loads and boundary conditions allows the same models to be used in the case of constant curvature and no boundary conditions as discussed above. This way the author intends to bridge the differences between analyses and physical testing which are currently preventing the analyses from being verified against physical testing in a consistent way. Due to the high complexity of the overall problem, the work will be split into 4-6 milestones.

This paper presents the results of the first milestone, which is to derive the beam equation using the minimum total potential energy principle and to solve this equation numerically. Using the minimum total potential energy principle, rather than force- and moment balances, is believed to simplify future extensions of the beam equation into large deflections, nonlinear materials, and correct modeling of shear forces between the cable elements. It is further believed that it will be impossible to reach an analytical solution to the overall problem. It is therefore desirable to develop a numerical solution during the first milestone which can later be extended when working towards future milestones.

2 Nomenclature

Table 1 presents the main nomenclature used in this paper. Variables without a specific physical meaning are defined in the main text where they first appear. Vectors are denoted with lower case, bold font. Matrices are denoted with upper case, bold font. Square bracket are used to denote parts of a vector or a matrix. For example $A_{[1:4,3]}$ means the first four rows of the third column of $A$. Exponent notation applied to vectors, for example $x^2$, means element-by-element exponent.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{c}$</td>
<td>Vector with Clenshaw-Curtis quadrature weights.</td>
</tr>
<tr>
<td>$D_1$</td>
<td>Chebyshev first-derivative matrix.</td>
</tr>
<tr>
<td>$D_2$</td>
<td>Chebyshev second-derivative matrix.</td>
</tr>
<tr>
<td>$EI$</td>
<td>Bending stiffness [Nm/(m$^{-1}$)].</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration of gravity [m/s$^2$].</td>
</tr>
<tr>
<td>$L$</td>
<td>Length between beam supports [m].</td>
</tr>
<tr>
<td>$M$</td>
<td>Bending moment [Nm].</td>
</tr>
<tr>
<td>$\bar{m}$</td>
<td>Mass per unit length [kg/m].</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of discretization points [-].</td>
</tr>
<tr>
<td>$\bar{N}$</td>
<td>Number of discretization points over a half beam [-].</td>
</tr>
<tr>
<td>$P$</td>
<td>Total potential energy [J].</td>
</tr>
<tr>
<td>$P_g$</td>
<td>Gravitational energy [J].</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Strain energy [J].</td>
</tr>
<tr>
<td>$s$</td>
<td>Beam length parameter [m].</td>
</tr>
<tr>
<td>$u$</td>
<td>Vertical deflection of beam [m].</td>
</tr>
<tr>
<td>$u_p$</td>
<td>Vertical deflection of piston [m].</td>
</tr>
<tr>
<td>$\mathbf{u}$</td>
<td>Vector containing discrete points of $u$.</td>
</tr>
<tr>
<td>$x$</td>
<td>Coordinate along x-axis [m].</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Bending curvature [m$^{-1}$].</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Lagrange multiplier no. $i$.</td>
</tr>
</tbody>
</table>

Figure 3 shows the Cartesian coordinate system used in this paper.

3 Assumptions and Simplifications

The mathematical derivation in this paper is subject to the following assumptions and simplifications:

1. The beam is subject to infinitesimal deflections only.
2. The beam is made of a linear, elastic material and has identical cross section over its entire length.
3. Only the beam length between the supports shown in Figure 2 is considered. That is, possible beam length outside these supports is disregarded.
4. The beam is assumed not to move horizontally at the center of its length, i.e. where the $F$ arrow points in Figure 2.

5. The developed model is quasi-static, i.e. inertia and kinetic energy are disregarded.

6. The beam’s height is much smaller than the length between the supports, $L$.

4 Mathematical Model

This section derives the mathematical model of the total potential energy of the beam, as well as the constraints that follow from the physical test rig and the beam’s physical properties. How to formulate the model and the constraints numerically, and how to numerically solve for the minimum total potential energy are derived in Section 5.

4.1 Strain Energy in the Beam

The bending stiffness of the beam, $EI$, is by definition

$$EI \equiv \frac{M}{\kappa}.$$  

Solving Eq. 1 for the moment, $M$, and integrating w.r.t. the curvature, $\kappa$, gives the beam’s strain energy, $P_s$, per unit length, i.e.

$$\frac{\partial P_s}{\partial s} = \int_0^\kappa M \, d\kappa = \frac{1}{2}EI \kappa^2.$$  

Hence, the total strain energy in the beam is

$$P_s = \int_{\text{beam length}} \frac{1}{2}EI \kappa^2 \, ds = \frac{1}{2}EI \int_{\text{beam length}} \kappa^2 \, ds,$$

where $\kappa = \kappa(s)$. The integration limits will be discussed in more detail in Section 5.

4.2 Gravitational Energy

When choosing $u = 0$ as the reference level for calculating the gravitational energy, $P_g$, the gravitational energy per unit length is

$$\frac{\partial P_g}{\partial s} = \bar{m}gu.$$  

Hence, the gravitational energy over the entire beam is

$$P_g = \int_{\text{beam length}} \bar{m}gu \, ds = m \int_{\text{beam length}} u \, ds,$$

where $u = u(s)$.

4.3 Total Potential Energy

The beam’s total potential energy, $P$, is the sum of the strain energy and the gravitational energy, i.e.

$$P = P_s + P_g = \frac{1}{2}EI \int_{\text{beam length}} \kappa^2 \, ds + m \bar{g} \int_{\text{beam length}} u \, ds.$$

4.4 Constraints

The purpose of finding the total potential energy in Eq. 6 is to minimize this expression w.r.t. the beam’s deflection $u(s)$ over its length, $s$, which will give its total potential energy and its deflection profile. However, the beam is not completely free to move and deform; it is constrained by the test rig and by its own physical properties. In mathematical terms this translates into constraints that apply when minimizing Eq. 6 w.r.t. $u(s)$.

The bending stiffness rig developed by the author and his colleagues is as sketched in Figure 2. As the rig is designed to oscillate between positive and negative values of $u$ (i.e. up and down), the supports are made to both prevent the beam from being pushed down and from being lifted up. Similarly, the force $F$ is generated by a piston which can both push the beam down and lift it up. Hence, the constraints are
5.2 Calculating the Strain Energy

The overall purpose of the numerical solution of the beam equation is to find the $u(s)$ that minimizes the total potential energy subject to the constraints. To the author’s knowledge, numerical methods are not able to find the exact function $u(s)$. What these methods instead do is (i) to find $u(s)$ at discrete points which allows subsequent interpolation, as well as numerical differentiation and quadrature (numerical integration), or (ii) to find the coefficients of a polynomial or a series, for example a Fourier series or a Chebyshev series, which then serves as an approximation to $u(s)$. In this paper it has been chosen to base the calculations on discrete points that are Chebyshev-distributed along $x$, because this distribution gives excellent convergence properties both in interpolation, differentiation, and quadrature.

The constraint of Eq. 10 requires $u(s)$ to be continuous and to have continuous first- and second derivatives. However, $u(s)$ does not have continuous third derivative at the point where the piston, i.e. the force $F$, pushes or pulls the beam. This is because the force gives an abrupt change in the beam’s shear force. To prevent the abrupt third derivative from disturbing the excellent convergence properties of Chebyshev series for smooth functions, the function $u(s)$ is split in two halves; one half to the left of the force $F$, i.e. in the interval $\left[-\frac{L}{2}, 0\right)$, and one half to the right of the force, i.e. the interval $\left(0, \frac{L}{2}\right]$. Eq. 10 then imposes constraints on how the two halves should be connected.

The numbers of Chebyshev nodes over the left half and the right half are the same, namely $\bar{N}$. Then the total number of nodes is

$$N = 2\bar{N} - 1, \quad (13)$$

because the center node is common for both halves. The nodes are organized in a column vector $u \in \mathbb{R}^N$.

The following text explains how to calculate the strain energy in the left half of the beam as function of the discrete-point deflections of the vector $u$. Let $\bar{u}$ be the first $\bar{N}$ nodes of $u$, i.e.

$$\bar{u} \equiv u[1 : \bar{N}] \in \mathbb{R}^{\bar{N}}. \quad (14)$$

Let $\bar{k}$ be the vector with curvature values, $\kappa$, at the Chebyshev nodes. The curvature can be approximated by the second derivative as stated in Eq. 12. Hence, the curvatures can be calculated as

$$\bar{k} = D_2 \bar{u}, \quad (15)$$

where $D_2$ is the Chebyshev second-derivative matrix of dimension $\bar{N} \times \bar{N}$. The structure of this matrix is derived in Reid (2014).

\[
\begin{align*}
  u(\text{left end}) &= 0, \quad (7) \\
  u(\text{center}) &= u_p, \quad (8) \\
  u(\text{right end}) &= 0, \quad (9)
\end{align*}
\]

where $u_p$ is the piston’s position.

From beam theory it follows that the function $u(s)$ and its first- and second derivatives are continuous. This is also a constraint which can mathematically be expressed as

$$u(s) \in C^2, \quad (10)$$

where $C^2$ is the set all functions which are continuous and have continuous first- and second derivatives (and possibly continuous higher order derivatives). The mathematical importance of the latter constraint will be further explained in Section 5.

5 Numerical Solution

Section 4 derives a mathematical model of the total potential energy in the beam, as well as the associated constraints. The present section solves the constrained optimization problem, i.e. finds the minimum total potential energy, using numerical mathematics.

5.1 Implications of Assumptions and Simplifications

Assumptions 1 of Section 3 implies that the beam’s length parameter $s$ will be identical to the $x$ coordinate. Assumptions 1 and 4 combined mean that the beam will not move horizontally at any point. Hence, the beam’s length exactly spans the interval $\left[-\frac{L}{2}, \frac{L}{2}\right]$. It is then convenient to replace $s$ by $x$, and consider the beam over $x \in \left[-\frac{L}{2}, \frac{L}{2}\right]$. It then follows that the integration limits of Eqs. 3, 5, and 6 are $-\frac{L}{2}$ and $\frac{L}{2}$.

From the mathematical literature, the curvature of a graph $u(x)$ is known to be

$$\kappa = \frac{\frac{d^2 u}{dx^2}}{\left(1 + \left(\frac{du}{dx}\right)^2\right)^{\frac{3}{2}}}. \quad (11)$$

Under assumption 1, $\frac{du}{dx}$ is very small compared to unity. Eq. 11 can then be approximated by

$$\kappa = \frac{d^2 u}{dx^2}. \quad (12)$$
From Eq. 3 and the reasoning of Section 5.1, the strain energy in the left half of the beam can be approximated by

\[
P_s(\text{left half}) = \frac{1}{2} EI \int_{-L/2}^{0} \kappa^2 \, dx. \tag{16}
\]

Eq. 15 gives that the strain energy per unit length at the Chebyshev nodes is \( \frac{1}{4} EI (D_2 \bar{u})^2 \), where the superscript means element-by-element exponent. The strain energy in the left half of the beam is then given by Clenshaw-Curtis quadrature, i.e.

\[
P_s(\text{left half}) = \left( \frac{L}{4} \bar{c} \right)^T \left( \frac{1}{2} EI (D_2 \bar{u})^2 \right), \tag{17}
\]

where \( \bar{c} \) is the vector containing the Chenshaw-Curtis quadrature weights for the standard quadrature interval \([-1, 1]\). In the first parenthesis of Eq. 17, a factor \( \frac{L}{2} \) is the quadrature interval width, while a factor \( \frac{1}{2} \) is to cancel the width 2 of the standard interval. Clenshaw-Curtis quadrature is explained in Reid (2014).

Eq. 17 can be rewritten to

\[
P_s(\text{left half}) = \frac{EI L}{8} \bar{u}^T D_2^2 \text{diag}(\bar{c}) D_2 \bar{u}, \tag{18}
\]

where the operator \( \text{diag}(\cdot) \) returns a diagonal matrix with the argument vector’s elements on the diagonal. It is now convenient to define the symmetric matrix \( \bar{W} \) as

\[
\bar{W} \overset{\text{def}}{=} \frac{EI L}{4} D_2^2 \text{diag}(\bar{c}) D_2 \in \mathbb{R}^{\tilde{N} \times \tilde{N}}. \tag{19}
\]

Eq. 18 can then be written as

\[
P_s(\text{left half}) = \frac{1}{2} \bar{u}^T \bar{W} \bar{u}. \tag{20}
\]

Eq. 20 gives an expression for the strain energy in the left half of the beam which is easy to differentiate. Differentiation is important for later finding the minimum. However, it is not straightforward how to extend the equation to also include the right half of the beam, while keeping it easy to differentiate, because the center node is included in the calculations of both halves. The following presents a simple solution. A block matrix \( \bar{W}_L \) is defined as

\[
\bar{W}_L \overset{\text{def}}{=} \begin{bmatrix}
\bar{W} & 0_{\tilde{N} \times (\tilde{N} - 1)} \\
0_{(\tilde{N} - 1) \times \tilde{N}} & 0_{(\tilde{N} - 1) \times (\tilde{N} - 1)}
\end{bmatrix}, \tag{21}
\]

where the subscript \( L \) means left, and \( 0 \) means the zero matrix of the dimension indicated by the subscripts. The strain energy in the left half of the beam can then be written as

\[
P_s(\text{left half}) = \frac{1}{2} \bar{u}^T \bar{W}_L \bar{u}. \tag{22}
\]

Please note that \( \bar{u} \), rather than \( \bar{u} \), is used in Eq. 22.

Making a similar reasoning as Eqs. 14-22 for the strain energy of the right half of the beam gives

\[
P_s(\text{right half}) = \frac{1}{2} \bar{u}^T \bar{W}_R \bar{u}, \tag{23}
\]

where

\[
\bar{W}_R \overset{\text{def}}{=} \begin{bmatrix}
0_{(\tilde{N} - 1) \times (\tilde{N} - 1)} & 0_{(\tilde{N} - 1) \times \tilde{N}} \\
0_{\tilde{N} \times (\tilde{N} - 1)} & \bar{W}
\end{bmatrix}. \tag{24}
\]

In Eq. 24 the subscript \( R \) means right, and \( \bar{W} \) is the matrix defined in Eq. 19.

The strain energy over the entire beam is found by adding the two halves, i.e.

\[
P_s = \frac{1}{2} \bar{u}^T \bar{W}_L \bar{u} + \frac{1}{2} \bar{u}^T \bar{W}_R \bar{u} \tag{25}
\]

\[
= \frac{1}{2} \bar{u}^T (\bar{W}_L + \bar{W}_R) \bar{u}
\]

\[
= \frac{1}{2} \bar{u}^T \bar{W} \bar{u},
\]

where

\[
\bar{W} \overset{\text{def}}{=} \bar{W}_L + \bar{W}_R. \tag{26}
\]

Eq. 25 gives an expression for the strain energy in the entire beam which is easy to differentiate w.r.t. \( \bar{u} \).

### 5.3 Calculating the Gravitational Energy

Numerical calculation of the gravitational energy resembles numerical calculation of the strain energy, but it is simpler, partly because it depends on \( u(s) \) rather than its second derivative, and partly because it is linear rather than quadratic.

Using Eq. 5 and Clenshaw-Curtis quadrature, the gravitational energy of the left half of the beam can be approximated by

\[
P_g(\text{left half}) = \left( \frac{L}{4} \bar{c} \right)^T (\bar{m} g \bar{u}), \tag{27}
\]

where \( \bar{u} \) is as defined in Eq. 14, and \( \bar{c} \) is the vector which elements are the Clenshaw-Curtis quadrature weights. Eq. 27 can be rewritten to

\[
W = \bar{W}_L + \bar{W}_R. \tag{26}
\]
The constraints become to the vector notation used in the numerical calculation. The constraints of Eqs. 7-9 are straightforward to convert 5.5 Constraints the open intervals and Eq. 32. Hence the total potential energy is calculated by adding Eq. 25 and Eq. 30, i.e. The gravitational energy over the entire beam is then given by adding Eq. 28 and Eq. 30, i.e.

\[
P_g = q_L^T u + q_R^T u
\]

for the vector \( q_L \) defined as

\[
q_L^{\text{def}} = \frac{\bar{m}gL}{4} \begin{bmatrix} \bar{c} \\ 0_{(N-1) \times 1} \end{bmatrix}.
\]

Similarly, the gravitational energy of the right half of the beam can be expressed as

\[
P_g(\text{right half}) = q_R^T u,
\]

for

\[
q_R^{\text{def}} = \frac{\bar{m}gL}{4} \begin{bmatrix} 0_{(N-1) \times 1} \\ \bar{c} \end{bmatrix}.
\]

The gravitational energy over the entire beam is then given by adding Eq. 28 and Eq. 30, i.e.

\[
P_g = q_L^T u + q_R^T u
\]

(32)

\[
= (q_L + q_R)^T u
\]

\[
= q^T u,
\]

where

\[
q^{\text{def}} = q_L + q_R.
\]

5.4 Calculating the Total Potential Energy

The total potential energy is calculated by adding Eq. 25 and Eq. 32. Hence the total potential energy is

\[
P = \frac{1}{2} u^T W u + q^T u.
\]

5.5 Constraints

The constraints of Eqs. 7-9 are straightforward to convert to the vector notation used in the numerical calculation. The constraints become by the polynomials which interpolate \( \{u[0], \ldots, u[N]\} \) and \( \{u[N], \ldots, u[N]\} \), respectively. Please recall that the corresponding \( x \)-values are Chebyshev-distributed, which means that the interpolating polynomials are guaranteed to converge to the true \( u(x) \) as \( N \) and \( N - N \) increase. As \( u(x) \) is described by polynomials in these open intervals, it meets \( C^\infty \), and hence also \( C^2 \), in the intervals.

At the left endpoint, \( u (-\frac{L}{2}) \) and its right-sided limit will be equal, because the limit is given by a polynomial which interpolates through the point \( (-\frac{L}{2}, u(-\frac{L}{2})) \). Hence, \( u(x) \) is at least \( C^1 \) at the left endpoint. As \( u(x) \) is not defined for \( x < -\frac{L}{2} \), derivatives of any order only exist on the right side of \( x = -\frac{L}{2} \), where they are given by the polynomial interpolation. Hence, \( u(x) \) is \( C^\infty \) at the left endpoint. A similar reasoning applies for the right endpoint as well, which concludes that also this endpoint is \( C^\infty \).

At \( x = 0 \), two polynomials that both interpolate through the point \( (0, u(0)) \) meet. Hence, \( u(0) \) and the limits from both sides will be equal, which means that \( u(x) \) is \( C^1 \) at \( x = 0 \). However, there is no inherent effect that forces the two interpolating polynomials to have the same derivatives at \( x = 0 \). This is true for derivatives of any orders. Therefore, for \( u(x) \) to be \( C^2 \) at \( x = 0 \), equal first- and second derivatives at both sides of \( x = 0 \) must be explicitly enforced as constraints, i.e.

\[
\lim_{x \to 0^-} \frac{\partial u}{\partial x} = \lim_{x \to 0^+} \frac{\partial u}{\partial x} \quad \text{(38)}
\]

\[
\lim_{x \to 0^-} \frac{\partial^2 u}{\partial x^2} = \lim_{x \to 0^+} \frac{\partial^2 u}{\partial x^2} \quad \text{(39)}
\]

In terms of the discrete-point representation of \( u(x) \), Eq. 38 can be approximated by

\[
D_1[\bar{N} :] u[1 : \bar{N}] = D_1[1,:) u[\bar{N} : N],
\]

(40)

where \( D_1 \) is the Chebyshev first-derivative matrix of dimension \( N \times \bar{N} \). Eq. 40 can be written as

\[
p^T u = 0,
\]

(41)

where the vector \( p \) is defined by

\[
p_L^{\text{def}} = \left[ D_1[\bar{N} :], 0_{1 \times (\bar{N} - 1)} \right]^T,
\]

(42)

\[
p_R^{\text{def}} = \left[ 0_{1 \times (\bar{N} - 1)} , D_1[1,:) \right]^T,
\]

(43)

\[
p^{\text{def}} = p_L - p_R.
\]

A similar reasoning for the second derivatives gives
Further, the matrix $A$ of Eq. 50 is the block matrix

$$
A \overset{\text{def}}{=} \begin{bmatrix}
W & -i_1 & -i_N - i_5 & -p & -r \\
-i_1^T & 0 & 0 & 0 & 0 \\
-i_N^T & 0 & 0 & 0 & 0 \\
-i_5^T & 0 & 0 & 0 & 0 \\
-p^r & 0 & 0 & 0 & 0 \\
-r^r & 0 & 0 & 0 & 0 \\
\end{bmatrix},
$$

where $i_j$ is the $j$th column of the $N \times N$ identity matrix. The vector $b$ of Eq. 50 is

$$
b \overset{\text{def}}{=} \begin{bmatrix} q \\
0 \\
0 \\
0 \\
0 \end{bmatrix} \in \mathbb{R}^{N+5}. \quad (53)
$$

The solution of the constrained optimization problem is the vector $v$ that gives a stationary point to the Lagrange function. The derivative of the Lagrange function is

$$
dL \overline{d}v = Av + b. \quad (54)
$$

Hence, the solution of the constrained optimization problem is the solution of the linear system with $N + 5$ equations and $N + 5$ unknowns

$$
Av = -b. \quad (55)
$$

### 6 Results and Interpretations

The numerical calculations derived in this paper, which are based on the minimum total potential energy principle, have been compared to the formulas based on force- and moment balances. The two approaches give identical results for $\bar{N} \geq 5$, while they differ for lower values of $\bar{N}$. This conclusion is to be expected because the force- and moment-balances approach gives $u(x)$ as a forth order polynomial, and it requires five interpolation points from the numerical calculations to give a forth order polynomial.

Figure 4 presents a comparison of the two approaches for a steel tube with bending stiffness $124.1$ kNm$^2$ and specific mass $8.257$ kg/m. The length between the supports is $3.000$ m and the vertical deflection of the piston is $u_p = -3.200 \times 10^{-2}$ m. These input values are from a steel tube tested in the physical bending stiffness rig. The physical test is presented in Jordal et al. (2017).

The first $N$ elements of the $v$ vector found from Eq. 55 is $u$, i.e. the nodes shown in Figure 4. The latter five
elements of $v$ are the five Lagrange multipliers defined in Eq. 49. The physical interpretation of each Lagrange multiplier is the derivative of the total potential energy, $P$, w.r.t. the constraint associated with the multiplier. Hence, $\lambda_1$ and $\lambda_3$ are the forces from the left and right beam supports, respectively, toward the beam, as shown in Figure 2. Similarly, $\lambda_2$ is the force from the piston toward the beam, i.e. the force $F$ in the figure. Multiplier $\lambda_4$ can be shown to be the beam’s bending moment at $x = 0$.

The last multiplier, $\lambda_5$, expresses the total potential energy’s sensitivity to discontinuities in the bending curvature at $x = 0$. To the author’s knowledge, this formulation does not correspond to a well-known physical variable. $\lambda_5$ is a factor $10^{16}$ smaller than the other multipliers, measured in absolute value. Hence, $\lambda_5$ is assumed to be zero in the case of infinite arithmetic precision, which means that the corresponding constraint would have been met even if it was not enforced.

7 Conclusions and Further Work

The present paper derives numerical calculation of the beam equation based on the minimum total potential energy principle under the assumptions of linear material and small deflections. The calculation gives identical results as the derivation based on force- and moment balances which is commonly presented in the literature.

The work presented in this paper is the first milestone towards the author’s final goal of modeling subsea power cables and umbilicals during bending stiffness tests. The future milestones are to include the effects of large deflections, nonlinear materials, and shear forces between the cable elements.

It is believed that the minimum total potential energy principle is more suitable for the future extensions than force- and moment balances. It is further believed that it will be impossible to reach an analytical solution of the overall problem due to its complexity, which is the reason for using numerical mathematics.
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Abstract
In this research, experimental design was used to formulate the empirical models of viscosity and density of poly(propylene carbonate) (PPC), propylene oxide (PO), and carbon dioxide (CO₂) solutions by designing experiments at key values of the process variables; concentration of PPC between 0 to 34% (% w/w), temperature in the reactor between 50 to 75°C, and gas phase manometric CO₂ pressure between 20 to 40 bar. A bench scale reactor (2000 ml) comprising an external circulation loop equipped with in-line viscosity and density measurement devices was used to carry out the tests. The results show that the equilibrium viscosity and density of the solution increased with the concentration of PPC and decreased with the pressure and temperature in the reactor. The density model has a lower $R^2_{adj}$ value close to unity indicating that the model can predict the variation in the density with very high accuracy. In comparison, the viscosity model has a lower $R^2_{adj}$ value indicating a need for additional experiments to improve the model. However, both empirical models predict the general trends of the density and viscosity characteristics in the selected range and can be used as a viable alternative to thermodynamic models.

Keywords: Carbon dioxide polymers, poly(propylene carbonate), experimental design, statistical modeling

1 Introduction

1.1 Background
With recent development in the field of polymer science, CO₂ as a feedstock in a synthesis of the biopolymer, poly(propylene carbonate) (PPC), has been viewed as an attractive alternative. The research community is further motivated to explore and optimise the copolymerization of CO₂ and propylene oxide (PO) to produce PPC, as, CO₂ is relatively cheaper, abundant, and environmentally friendly in comparison to petroleum-based feedstocks (Arakawa et al., 2001). Till date, the studies have specifically focused on understanding the effect of catalyst on the selectivity of the copolymer product and optimizing copolymerization in a batch reactor (Narang et al., 2016; Meng et al., 2016; Pan et al., 2014; Wang et al., 2012; Qin et al., 2003). However, understanding of flow characteristics (density and viscosity) of product streams with the variation in process parameters (pressure, temperature, and concentrations) is crucial for optimal product yield and economic opportunity for industrial synthesis of PPC. Prior attempts of formulating analytical models of the density and viscosity based on the thermodynamic theories by this research group at Norner Research were unsuccessful due to the complexity of polymer characteristics thereby causing difficulties in obtaining precise measurements of the concentration of the phases involved. In this research, the design of experiments (DOE) was used to plan, conduct and analyse the experiments and then formulate a statistical model of viscosity and density of PO-CO₂-PPC solutions.

1.2 Experimental Design
Experimental design is a systematic approach to perform experiments and discover the effect of controllable factors on the response variables. Experimental factors are variables which have a direct impact on the response variables. They assume a set of discrete values known as levels of the factors. There are diverse types of experimental design based on the objective, levels, resolution, and the total number of runs. The general full factorial design is one of the key design where tests are performed at all the possible combinations of levels of experimental factors. It is a suitable approach to discover the general behaviour of the processes, formulate an empirical model and validate analytical models (Davim, 2016; Montgomery, 2001; Montgomery et al., 2007).

In this study, a general full factorial design of experiments with three factors (initial concentration of PPC, the temperature in the reactor and gas phase CO₂ pressure in the reactor) at three levels is used to study the viscosity and the density of the solution and formulate second-order empirical models with 9 parameters.

https://doi.org/10.3384/ecp1815373
2 Experimental

2.1 Chemicals

Table 1 is a list of the chemicals used in the tests. PPC was purchased from Empower Materials with the product name QPAC® 40 and a range of molecular weights between 100-300 kmol/g. PO with a purity of 99.5% w/w was supplied by Acros Organics. Acetone and heptane from Sigma Aldrich were used to wash up the set-up.

Table 1. List of chemicals.

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propylene oxide</td>
<td>PO</td>
</tr>
<tr>
<td>Heptane</td>
<td>C₂H₁₆</td>
</tr>
<tr>
<td>Acetone</td>
<td>(CH₃)₂CO</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>CO₂</td>
</tr>
<tr>
<td>Poly (propylene carbonate)</td>
<td>PPC</td>
</tr>
</tbody>
</table>

2.2 Set-up

Figure 1 shows a bench-scale batch reactor set-up used in the tests. The reactor was equipped with temperature control, stirrer to maintain homogeneity of the chemical mixture and inlet for pressure controlled CO₂ feeding. A pump was used to ensure continuous flow in the circulation unit (CU). The unit was equipped with inline viscometer to measure viscosity and density of the solution. Furthermore, the unit was equipped with a flow meter to measure flow in the circulation unit.

![Figure 1. A bench scale reactor equipped with in-line measurement devices for density and viscosity characterisation of the reactor solution.](image)

2.3 Design Space

Table 2 shows the design space of factorial experimental design. The design space includes the relevant operating window for the polymer synthesis.

Table 2. Design space for the experimental design

<table>
<thead>
<tr>
<th>Factors</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial concentration of PPC (C) (% w/w)</td>
<td>34.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Temperature in the reactor (T) (°C)</td>
<td>75.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Gas phase CO₂ pressure (P) (bar)</td>
<td>45.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

2.4 Factorial Experimental Design

Table 3 is a full factorial design implemented to study the flow characteristics of the PO-CO₂-PPC solutions.

Table 3. Full factorial experimental design.

<table>
<thead>
<tr>
<th>Test runs</th>
<th>C [% w/w]</th>
<th>T [°C]</th>
<th>P [bar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>50.0</td>
<td>20.0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>50.0</td>
<td>32.5 (30.0)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>50.0</td>
<td>45.0 (40.0)</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>62.5</td>
<td>20.0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>62.5</td>
<td>32.5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>62.5</td>
<td>45.0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>75.0</td>
<td>20.0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>75.0</td>
<td>32.5</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>75.0</td>
<td>45.0</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>50.0</td>
<td>20.0</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>50.0</td>
<td>32.5</td>
</tr>
<tr>
<td>12</td>
<td>17</td>
<td>50.0</td>
<td>45.0</td>
</tr>
<tr>
<td>13</td>
<td>17</td>
<td>62.5</td>
<td>20.0</td>
</tr>
<tr>
<td>14</td>
<td>17</td>
<td>62.5</td>
<td>32.5</td>
</tr>
<tr>
<td>15</td>
<td>17</td>
<td>62.5</td>
<td>45.0</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>75.0</td>
<td>20.0</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>75.0</td>
<td>32.5</td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>75.0</td>
<td>45.0</td>
</tr>
<tr>
<td>19</td>
<td>34</td>
<td>50.0</td>
<td>20.0</td>
</tr>
<tr>
<td>20</td>
<td>34</td>
<td>50.0</td>
<td>32.5</td>
</tr>
<tr>
<td>21</td>
<td>34</td>
<td>50.0</td>
<td>45.0</td>
</tr>
<tr>
<td>22</td>
<td>34</td>
<td>62.5</td>
<td>20.0</td>
</tr>
<tr>
<td>23</td>
<td>34</td>
<td>62.5</td>
<td>32.5</td>
</tr>
<tr>
<td>24</td>
<td>34</td>
<td>62.5</td>
<td>45.0</td>
</tr>
<tr>
<td>25</td>
<td>34</td>
<td>75.0</td>
<td>20.0</td>
</tr>
<tr>
<td>26</td>
<td>34</td>
<td>75.0</td>
<td>32.5</td>
</tr>
<tr>
<td>27</td>
<td>34</td>
<td>75.0</td>
<td>45.0</td>
</tr>
</tbody>
</table>

2.5 Procedures

The test runs were separated into three distinct groups based on the concentration of PPC (0 %w/w, 17 %w/w, 34 %w/w). Before performing tests of each group, the set-up was cleaned with heptane/acetone and dried with N₂ gas/ vacuum. After the equipment was washed and dried, the reactor was loaded with the required amount of PPC.
The reactor was then assembled, and N₂ was purged out followed by feeding of PO into the reactor, stirring and increasing the reactor temperature to the set-point. Viscosity and density responses were measured at equilibrium (steady state) in distinct combinations of gas-phase CO₂ pressure and temperature. At the end of tests of each group, the setup was cleaned and prepared as described above for the next loading of PPC with the accompanying group of tests.

3 Results and Discussions

3.1 Summary of Experimental Observations

Table 4 shows an overview of viscosity (μ) and density (ρ) responses of the solution after the complete test runs (according to full factorial design, test runs 1-27), preliminary tests at 0% PPC concentrations (test runs 28-30) and the replication tests at 17% PPC concentration (test 31-38). The experimental factor values were controlled according to the factorial design, but there were minor deviations between design values and experimental values due to random noise.

Table 4. Viscosity (μ) and density (ρ) responses.

<table>
<thead>
<tr>
<th>Test runs</th>
<th>C (%) w/w</th>
<th>T °C</th>
<th>P bar</th>
<th>ρ kg/m³</th>
<th>μ cP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>50.0</td>
<td>19.7</td>
<td>811.0</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>50.0</td>
<td>29.6</td>
<td>816.0</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>50.0</td>
<td>40.0</td>
<td>822.0</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>62.5</td>
<td>20.0</td>
<td>791.0</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>62.5</td>
<td>32.5</td>
<td>797.0</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>62.5</td>
<td>40.0</td>
<td>799.0</td>
<td>0.7</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>75.0</td>
<td>20.0</td>
<td>772.0</td>
<td>0.7</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>75.0</td>
<td>32.5</td>
<td>774.0</td>
<td>0.4</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>75.0</td>
<td>40.0</td>
<td>776.0</td>
<td>0.8</td>
</tr>
<tr>
<td>10</td>
<td>17.0</td>
<td>50.0</td>
<td>20.0</td>
<td>862.0</td>
<td>4.5</td>
</tr>
<tr>
<td>11</td>
<td>17.0</td>
<td>50.7</td>
<td>32.5</td>
<td>858.0</td>
<td>2.0</td>
</tr>
<tr>
<td>12</td>
<td>17.0</td>
<td>50.0</td>
<td>38.5</td>
<td>883.0</td>
<td>2.0</td>
</tr>
<tr>
<td>13</td>
<td>17.0</td>
<td>62.5</td>
<td>20.0</td>
<td>846.0</td>
<td>4.5</td>
</tr>
<tr>
<td>14</td>
<td>17.0</td>
<td>62.5</td>
<td>30.0</td>
<td>845.0</td>
<td>3.1</td>
</tr>
<tr>
<td>15</td>
<td>17.0</td>
<td>62.5</td>
<td>40.0</td>
<td>846.0</td>
<td>1.2</td>
</tr>
<tr>
<td>16</td>
<td>17.0</td>
<td>75.0</td>
<td>20.0</td>
<td>830.0</td>
<td>4.7</td>
</tr>
<tr>
<td>17</td>
<td>17.0</td>
<td>75.0</td>
<td>30.0</td>
<td>828.0</td>
<td>3.3</td>
</tr>
<tr>
<td>18</td>
<td>17.0</td>
<td>75.0</td>
<td>40.0</td>
<td>827.0</td>
<td>2.3</td>
</tr>
<tr>
<td>19</td>
<td>34.0</td>
<td>50.0</td>
<td>20.3</td>
<td>916.0</td>
<td>80.5</td>
</tr>
<tr>
<td>20</td>
<td>34.0</td>
<td>50.0</td>
<td>32.5</td>
<td>918.0</td>
<td>44.0</td>
</tr>
<tr>
<td>21</td>
<td>34.0</td>
<td>50.0</td>
<td>45.0</td>
<td>923.0</td>
<td>180.0</td>
</tr>
<tr>
<td>22</td>
<td>34.0</td>
<td>62.5</td>
<td>20.7</td>
<td>900.0</td>
<td>80.0</td>
</tr>
<tr>
<td>23</td>
<td>34.0</td>
<td>62.5</td>
<td>32.5</td>
<td>899.0</td>
<td>48.0</td>
</tr>
<tr>
<td>24</td>
<td>34.0</td>
<td>62.0</td>
<td>45.6</td>
<td>888.0</td>
<td>35.0</td>
</tr>
<tr>
<td>25</td>
<td>34.0</td>
<td>75.0</td>
<td>20.0</td>
<td>882.0</td>
<td>76.0</td>
</tr>
</tbody>
</table>

As regression coefficients of statistical model formulated using coded factors can be directly compared to determine the relative significance of coefficients, factors values were transformed to coded value using Equation (1).

\[ X_{Coded} = 2 \frac{X_{Actual} - X_{Min}}{X_{Max} - X_{Min}} - 1 \] (1)

Where,

- \( X_{Coded} \) = Factor values in the coded form
- \( X_{Actual} \) = Actual factor values in Table 4
- \( X_{Min} \) = Minimum factor values in Table 4
- \( X_{Max} \) = Maximum factor values in Table 4

3.2 Density Model

Equation (2) is a density model formulated using coded factor values.

\[ \rho = 846.5 + 51.5C - 19.6T + 2.8P \]
\[ + 0.62C^2 + 1.2T^2 + 0.9P^2 \]
\[ + 1.6TC + 3.3TP + 2.6PC \] (2)

In statistical modelling, analysis of variance (ANOVA) and goodness of fit is used to test the significance of a model. The goodness of fit \( R^2 \) measures the error in fitting experimental data in the regression model. Its values are between 0 and 1, and higher values mean better fit and vice versa. However, for a certain set of data used in the formulation of a regression model, \( R^2 \) value is entirely model dependent and increases with the inclusion of additional parameters even if the parameters are insignificant (overestimation). To deal with this problem, \( R^2_{adjusted} \) is used. It measures the percentage of variation due to the significant parameters and decreases with the inclusion of additional insignificant model parameters. Together with the determination of \( R^2 \) value, ANOVA
is performed to test that the selected parameters in the model are jointly responsible for the variation in response variable (Montgomery, 2001; Montgomery et al., 2007).

Table 5 presents the analysis of variance (ANOVA) and summary of statistics in the formulation of density model. As Significance F-test value (P value of F test) is 0.0, it can be concluded with 95% confidence that the model parameters in the density model are the primary cause of variation in density responses of the mixture. $R_{adj}^2$ value is closed to unity, which indicates that the error in fitting experimental density responses in the regression model is negligible and the predicted and measured density responses are statistically identical. This is also evident in the root mean squared prediction error $\sigma = 4.51 \, \text{kg/m}^3$ which is merely 0.53% of the mean density response. Based on ANOVA and $R_{adj}^2$ value it can be statistically concluded that the model can explain most of the variations in experimental density responses and it can be used to predict the density responses in the vicinity of the design space.

Table 5. ANOVA analysis and summary of statistics of density model.

<table>
<thead>
<tr>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.995</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.990</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.987</td>
</tr>
<tr>
<td>F-value</td>
<td>323.9</td>
</tr>
<tr>
<td>Significance-F (P-value)</td>
<td>0.0</td>
</tr>
<tr>
<td>Variance ($\sigma^2$)</td>
<td>20.4</td>
</tr>
</tbody>
</table>

Figure 2 shows a plot of density residuals and Figure 3 shows the normal probability plot of density residuals. Both plots are symmetrical about X-axis except few outliers indicating that model predicted density values and measured density values are statistically identical. However, the residuals are relatively higher at higher PPC concentrations.

Figure 3. Normal probability plot of density model

Table 6 presents a significance test (t-test) of regression coefficients in the density model. P-values of regression coefficients in the t-test shows that linear terms ($C, T, P$) and a second-order term ($TP$) have a significant impact on the density responses while other second-order terms do not contribute significantly in the model.

Table 6. t-test of coefficients in density model.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>t-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>48.4</td>
<td>0.0</td>
</tr>
<tr>
<td>$T$</td>
<td>-20.5</td>
<td>0.0</td>
</tr>
<tr>
<td>$P$</td>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>$C^2$</td>
<td>0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>$T^2$</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>$P^2$</td>
<td>-0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>$T\cdot C$</td>
<td>1.3</td>
<td>0.2</td>
</tr>
<tr>
<td>$T\cdot P$</td>
<td>-2.5</td>
<td>0.0</td>
</tr>
<tr>
<td>$P\cdot C$</td>
<td>-1.8</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Equation (3) is reduced density model considering only significant terms with 95% confidence (P value less than 0.05) in the model.

$$\rho = 846.5 + 51.5C - 19.6T + 2.8P - 3.3TP \quad (3)$$

The reduced density model shows that the density varies linearly with the factors. Among the factors, density increases linearly with the concentration of PPC and density decreases with an increase in the temperature. However, pressure contribution to the variation in density responses is relatively low in comparison to other factors.

3.3 Viscosity Model

Equation (4) is the viscosity regression model formulated using coded factor values.

$$\mu = -5.9 + 32.5C - 9.5T + 3.67P + 29.7C^2$$
$$+ 6.6T^2 + 13.3P^2$$
$$- 10.6TP - 13.8TP$$
$$- 0.8PC \quad (4)$$

Table 7 presents ANOVA and summary of statistics in the formulation of viscosity model. Similar to the density model, Significance F-test value is 0.0, and it can be concluded with 95% confidence that the model...
parameters in the viscosity model are the primary cause in a variation of viscosity responses of the mixture. On the other hand, Adjusted R-squared value (0.710) is relatively lower, and the root mean square prediction error ($\sigma = 19.3$ cP) is considerably high in comparison to most of the viscosity responses (all viscosity responses at 17% PPC and 0% PPC are equal or lower than 5.0 cP). In order to formulate model with better fit and lower prediction error, additional tests with smaller PPC concentration changes at higher PPC concentration is essential as the residuals are substantially higher at higher PPC concentrations. However, the model can still sufficiently explain and predict the general trends of the viscosity responses of the mixture in the selected operating range.

Table 7. ANOVA and summary of statistics of viscosity model.

<table>
<thead>
<tr>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.884</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.781</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.710</td>
</tr>
<tr>
<td>F-value</td>
<td>11.10</td>
</tr>
<tr>
<td>Significance-F (P-value)</td>
<td>0.00</td>
</tr>
<tr>
<td>Variance ($\sigma^2$)</td>
<td>372.8</td>
</tr>
</tbody>
</table>

Figure 4 shows a plot of viscosity residuals and Figure 5 shows the normal probability plot of viscosity residuals. Both plots consist of outliers with higher PPC concentration indicating that the model is unable to represent viscosity responses at higher PPC concentrations.

Table 8 presents a significance test (t-test) of regression coefficients in the viscosity model. Linear terms (C, T), as well as second order term (C$^2$, T C, T P), have a significant impact (95% confidence) on the viscosity responses with $P$-value less than 0.05. The remaining terms ($P$, $T^2$, and $P^2$) do not contribute significantly to the model.

Table 8. t-test of coefficients in viscosity model.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>t-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>7.2</td>
<td>0.0</td>
</tr>
<tr>
<td>T</td>
<td>-2.3</td>
<td>0.0</td>
</tr>
<tr>
<td>P</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>C$^2$</td>
<td>4.5</td>
<td>0.3</td>
</tr>
<tr>
<td>T$^2$</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>P$^2$</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>T C</td>
<td>-2.1</td>
<td>0.0</td>
</tr>
<tr>
<td>T P</td>
<td>-2.5</td>
<td>0.0</td>
</tr>
<tr>
<td>P C</td>
<td>-0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Equation (3) is a reduced density model excluding insignificant terms with 95% confidence in Equation (4).

$$
\mu = -5.9 + 32.5C - 9.5T + 29.7C^2 + 13.3P^2 - 10.6TC - 13.8TP
$$

The reduced viscosity model shows that the viscosity primarily depends on the concentration of PPC in the mixture. It increases quadratically with the concentration of PPC and decreases with temperature in the reactor. On the other hand, viscosity changes quadratically with the pressure at constant temperature and concentrations. Besides, the pressure-temperature combination has an inverse effect on the viscosity response of the mixture.

4 Conclusions

The full factorial design of experiments is an efficient approach to formulate empirical models of the viscosity and density of a mixture of PPC, PO and CO$_2$ under varying concentration of PPC, temperature in the reactor and gas phase CO$_2$ pressure. The reduced empirical/regression model of density obtained from statistical analysis is highly efficient in the prediction of density response of the mixture in the design space. The density decreases insignificantly with increase in the gas phase CO$_2$ pressure at the higher temperature and increases at low temperatures due to second order effect of ($TP$), and increases linearly with PPC concentrations. On the other hand, the viscosity of the mixture predominantly depends on the concentration of PPC in the mixture. The viscosity increases with an increase in the PPC concentration and decreases with an increase in the temperature of the reactor. The residual analysis of
viscosity shows that more experiments are required to predict the impact of the selected factors on the viscosity to obtain lower root mean squared prediction error ($\sigma < 19.3 \, cP$). However, both models explain the impact of pressure, concentration, and temperature in the viscosity and density responses of CO$_2$-PO-PPC solutions in a relevant process operation window and will be useful in the process development in the future.
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Abstract
Control room operators remotely monitor the process data coming from the field, guide field operators and take corrective actions using highly automated and complex distributed control systems. Operators have to intervene during abnormal conditions in the process and bring operations to safe conditions. Human errors remains the top contributor for industrial losses and the challenge is to prevent or address them by training and competency development. Operator training simulators are widely used in the industry to provide hands-on training to operators. Carefully analyzing simulator training effectiveness by predefining standard evaluation models in advance is one method to address the success of the training. Simulator training provides an understanding of the different process logical relationships in order to be able to accurately identify and quickly respond to problems before they escalate. In the current low oil price environment, organizations are facing number of challenges in developing exceptional workforce to sustain the business. The findings of this study re-emphasizes the need to develop training evaluation models integrated with the simulator configuration to effectively analyze the desired outcomes of each training session. This might further contribute to the reduction of operational errors in the hydrocarbon industry.

Key words: Control room operators, Human errors, Simulation training, Operator training simulator, Training effectiveness.

1. Introduction
The oil and gas industry is meeting the world’s growing energy needs in an environmentally and socially responsible way in partnership with different governments and local communities as per international, local and environmental regulations (British Petroleum Outlook, 2017). An expanding population, economic growth, new technology development and scope of regulations transforming the energy landscape of the world. Industrial growth, retiring and ageing workforce, an influx of new workers mean that the organizations must get new employees trained and competent as quickly as possible to sustain in the current low price environment.

1.1 Human errors in process control
Process plant operators control, monitor, operate and maintain the plant machinery and equipment during the production and different unit operations. They are able to navigate through piles of DCS (Distributed Control Systems) graphic pages, monitor hundreds of process parameters, make corrective actions and handle abnormal conditions. The ever increasing automation in the industry leading to more sophisticated processes that are more complex for the operators to understand. Consequently, the more sophisticated processes have a tendency to reduce human reliability (Wiener et.al, 1989). The implementation of new technology and automation brings changes to the interface design in control rooms and in the field. This brings to fore possible acclimatization issues faced by workers who may have a high level of familiarity with legacy systems from their experience.

The Center for Chemical Process Safety (CCPS) of American Institute of Chemical Engineers (AIChE), observed that in many incidents, the employees are not fully prepared for a major emergency or incident at the facility and they are not having any formal training on the plant control systems (www.hydrocarbonprocessing.com). The Marsh/McLennan compilation report for business impact shown in Figure 1. shows the losses in...
hydrocarbon sector breaking up into different reasons. It points out that, over 28% are from operational errors and about 40% of abnormal operations are caused by human errors.

![Figure 1. Causes & Losses in the Industry](image)

The “abnormal” situations, in particular during the start-up and turn-around, or unscheduled shut-down, are subject to a very substantial part of the significant incidents occurring in many plants. The recurring accidents in the process industry are due to lack of learning from earlier incidents and applying the lessons learnt from the accidental data and reports.

### 1.2 Role of operator training simulator

Simulators are used for instruction and training in areas such as commercial and military aviation, battle field management, chemical industries, building construction and first responder agencies. They provide a safe alternative in replicating the high-risk, real-world training scenarios. Real world renditions of these situations are too costly and dangerous to provide opportunities for staff to repeatedly practice in the high stress workplace situations (Tichon et al., 2003).

Training simulators are used in the oil and gas industries to train the operators for both routine operations, startup, shutdown and abnormal situations related to the process. The benefits are repeated training on rare events, process upsets, validate or test new procedures, practice startup etc., which in turn increases confidence, enhances their effectiveness and decreases work-related stress. The difference between the operator response with and without appropriate training compiled is in **Figure 2.** It shows that the response skills are dropping with time after the initial training and practice, typically during the commissioning of the units (www.invensys.com). Response skills of the operators can be sustained with proper training of the simulated scenarios and practice them repeatedly using a suitable training simulator.

![Figure 2. Operator response with and without appropriate training](image)

The confidence in simulators might be due to the fact that most research on their effectiveness has been based on the subjective evaluation of trainees rather than on objective performance data (Salas-2006). The overall goal of training via simulation is to build confidence in staff in their own ability to perform under adverse conditions (Stetz et al., 2006). Due to the advent of modern automation and control systems, operators have less autonomy because they are driven by routine equipment operations, performance and further operators have less opportunity to experience abnormal situations and those situations can be more complex than is the case for manual operation (Hans-2015). A major perception among the managers is that a simulator is a luxury that cannot be justified in financially hard times.

To know that the training is effective, the program needs clear evaluation criteria and process for evaluating the impact on the performance of specific individuals by testing and observing the feedback using defined methodology (Peter-1997). With many similarities to the military, medical and aviation industry, the performance and effectiveness research in these sectors can be applied to the oil and gas industry process control (Kindervarter-2014). The evaluation of training effectiveness is the final stage of developing an effective simulation training program. Process training specialists did not know the impact of their simulator training programs on the effectiveness of individuals or operations teams (Peter-1997) as most of them are not formally trained on evaluation techniques and behavioral based methods.

https://doi.org/10.3384/ecp1815379
2. Summary of Literature Review

Training is defined as the planned learning experience that trains the employees how to perform the current and future jobs. Workplace learning improve the profitability of different departments while cultivating more positive attitudes toward profit orientation across an organization. Mostly the training is focused on what needs to be known, rather than the application of skills. Further technological support is one of the most critical support factors to the transfer of learning (Yamnill-2001). The objectives of training determine the most appropriate criteria for assessing the effectiveness of training (Winfred et.al, 2003). The trainee’s capabilities, personality, motivational factors, previous work experience will affect the learning process. Training of non-technical skills may help reduce the risk of human error and trained personnel are more prepared to react in case of an emergency situation. The main goal of training is to prepare participants for the tasks they are going to perform on their jobs (Barnard et.al, 2001).

Learning is the process of acquiring the ability to respond adequately to a situation which may or may not have been previously encountered. This means it is a change that occurs in our behaviour (more specifically in our work behaviour) as a result of some experience or practice. The training must focus on this change in behaviour, which gets reflected in performance (Raja-2010) Therefore any training (technical or behavioral) must focus on making the experience a learning one rather than just an enjoyable event. They must be motivated and willing to engage completely in the learning process through a “reflective self-discovery” in order to recognize weaknesses in decision-making and clinical reasoning skills and to be humble enough to correct those weaknesses with the guidance of the instructor (S. Yamnill-2001).

Evaluation is considered as an ongoing process, rather than done only at certain intervals. A number of barriers exist that prevent organizations from evaluating operators at various levels. The three major reasons to evaluate training programs are i) to improve the program, ii) to maximize transfer of learning and achieving subsequent organizational goals and iii) to demonstrate the value of training to the organization, which is effectiveness. In addition to monetary benefits, most training programs will have intangible, non-monetary benefits and the key challenge is to monitor and identify them. When the trainee experiences success or a sense of mastery, it translates into being less aroused physiologically, less distracted and more likely to focus on the task.

Variable-priority training led to better multitasking performance, and a trend for a reduction in the automation complacency effect (Raja-2010).

2.1 Effectiveness of OTS Training

Measuring effectiveness is the process of determining whether or not the desired results have been produced. Opinion-based surveys, questionnaires, ratings and checklists are best used in combination with objective measurements (e.g., time, speed, error) of trainee (learning) performance. There is significant change in seafarer attitude, skill level and knowledge due to the usage of simulation training in the shipping industry for different tasks in operations and Kirkpatrick’s model is most suitable model for measuring the simulator training effectiveness (Surender-2015). A simulator does not train; it is the way the simulator is used that yields the benefit and the desired results. What is more important than the simulator technology is that how educational methodology is applied and whether it increases training effectiveness significantly or not (Drown-1995).

The simulation literature lacks significant research how the different elements of simulation training can be used to create a learning environment that encourages active learning and engagement in the work place. The training evaluation and effectiveness on the individuals or across operations teams is not studied in the perspective of an operator across the industry using available models. With many similarities with the military, medical, transport and aviation industries, the simulation training effectiveness research in these sectors can be applied in the oil & gas industry.

3. Research Methodology and Design

For the purpose of training assessment, the cause-and-effect relationships of interest are those between the process, learning outcome and its impact on training. In these relationships, the process variables (e.g., training methods and mediums used) are indicators of the outcomes, for example, knowledge gained among trainees, learning from incidents and competency etc. The key to identify the essential elements of effective training lies in understanding the correlation of these variables with the intended impact of training (Cohen & Colligan-1998).

The research objective is to measure the effectiveness of simulation training using proven methods from the literature and apply the methodology to some training sessions in the industry to validate the findings. Based on the literature review and subsequent gap and factor analysis, different
research questions are formulated as, what is the effectiveness of the operator training using simulators, how to evaluate the effectiveness and really is there a change in knowledge, attitude and skill levels after training and the knowledge acquired being used in work place. The first step to show the value of an training program is to create a program that has organizational value. Based on the review of literature and study of different models Donald Kirkpatrick’s Four Level Training Evaluation Model, shown in **Figure 3.**, is adapted as the base model. Kirkpatrick’s framework consists of four levels of evaluation. Reaction (Level 1) is a measure of how participants react to the training program and it is a measure of customer satisfaction. Learning (Level 2) is measuring the knowledge gained during the program. Job behavior (Level 3) is measuring how well the participant applies the new knowledge or skills back on the job. This level of evaluation is important as it addresses the issue of training transfer. Level 3 evaluations often show that even though learning took place (Level 2), the skills are seldom fully applied back on the job (Robinson, 1998).

![Figure 3. Kirkpatrick's Training Evaluation Model](https://www.kirkpatrickpartners.com/Our-Philosophy/The-Kirkpatrick-Model)

Conducting a Level 3 evaluation can help uncover the reasons that participants do not apply the new skills on the job. Results (Level 4) reflects the evaluation of training’s impact on the organization’s business results. At this level of evaluation, questions regarding improvement on the organization are answered. The model also assumes that each level is important and that all levels are interlinked. Most importantly organizations change in many ways, and behaviors and results change depending on these as well as on training.

Survey method is used as the primary data gathering tool by using structured questionnaire. Different questionnaires are prepared based on the four levels of Kirkpatrick’s evaluation model and the simulator training participants are asked to respond accordingly. The questions are validated by peer review and focused group discussion between five different training specialists in the oil and gas industry. The participants experience is ranging from 10-30 years with an age bracket of 30 to 56 years. Some of the questions have multiple answers and participants are asked to choose what is relevant to them. The central tendency is analyzed to derive the results (P.A. Bishop -2015). Some of the questions are marked using five point Likert’s scale, consisting of the scale range is 1= strongly disagree, 2= disagree, 3= neither agree nor disagree, 4= agree and 5= strongly agree with the same weighted score. The weighted mean score of the data is calculated as below.

\[
\frac{\text{[(number of people who selected response 1)\times(weighting of response 1) + (number of people who selected response 2)\times(weighting of response 2)\ldots (Number of people who selected response n)\times(weighting of response n)]}}{\text{total number of respondents}}
\]

The survey is carried out during the months February-March 2018 at three sites consisting of around fifty (corresponding to an population of 100, precision level of \(\pm 10\%\), (Smith, 1983)) respondents using two different training simulators supplied by two different OTS. The simulated processes include Heat Exchangers, Distillation, and Natural Gas processing units with the different processing equipment modelled along with the process shutdown systems similar to the operating plant. The demographic data is kept confidential along with the names of the companies as per the internal agreement. The results are analyzed and presented in the next section and the corresponding questions are presented in sub-sections.

4. Findings from the Survey

Training effectiveness will depend on a number of factors, such as time spent, motivation, learning efficacy and cognitive ability. Behavioral based standard assessment of operators is more important to mitigate the risk of human error and needs to be integrated with the modern simulators as a standard option, which will reduce the dependency on the instructor and same can be applied to all training sessions using the same simulator. The four levels of evaluation is summarized as below.

4.1 Reaction

Based on the survey results in **Figure 4.**, we can conclude that prebriefing is necessary to give a brief idea of planned training sessions and the limitations of the training models used for training. Prebriefing
increases the confidence of trainees and it was overall beneficial to them.

4.1.1 Questionnaire
Q1. Prebriefing increased my confidence and was beneficial to my overall learning experience.
Q2. Prebriefing is necessary to know what is planned in the exercise and the simulator limitations.
Q3. I have lost interest during the prebriefing as we already know what we have to do during the exercise.
Q4. Prebriefing is not required as we already know what is in the simulation training.
Q5. We need to update the simulators continuously in tandem with the real plant to have updated model for training.

Figure 4. Reaction level

Some of the operators mentioned that prebriefing is not required, as they already know what is expected of them during the training. More than 90% of operators responded that the skills learned in the simulation training reflected in the actual happenings in the job and repetitive training helped them to handle the situations. Some of the low scores are related directly to the low level of experience of some operators responding to the survey. Majority of the respondents agreed that the OTS models to be updated simultaneously with the plant so that they can practice before the actual implementation of control loops in the OTS and refresh their skills.

4.2 Learning
All the questions related to learning are rated highly by the participants as captured in Figure 5. The simulator training directly related to their job responsibilities and participants are motivated to learn new things due to this similarity. Some of them mentioned that they were confident of troubleshooting and understanding of the complex control loops better than the theoretical sessions in the classroom. This concludes that the current training helped them to develop a better understanding of the process control and exposure to the critical operations. OTS also gave an opportunity to trainees to practice their decision making skills in a controlled atmosphere and gain confidence in executing the tasks.

4.2.1 Questionnaire
Q1. I am better prepared & respond to changes in process conditions.
Q2. I developed better process control and exposure to critical operations.
Q3. I gain more confidence in troubleshooting.
Q4. I can make critical interventions using complex control loops.
Q5. I am more confident to contribute for process optimization.
Q6. I had the opportunity to practice my decision making skills.
Q7. I am more confident to prioritize operations.
Q8. I learned from observing my peers and actively involved due to collective learning.

Figure 5. Learning level

The results from learning level emphasizes the trainee’s motivation, behavioral strength and confidence in executing different tasks during the actual operations after the training. Interaction with other peers during the training helped them to use the OTS as an observational tool to gain confidence and motivated to make their workplace better.

4.3 Behavior
There is significant change in the behavior of the participants during and after the training as noted by the instructor and is further envisaged from the feedback. The results compiled in Figure 6, provided an opportunity to introspect individual performance.
4.3.1 Questionnaire
Q1. Debriefing contributed to my learning and was valuable in helping me improve my judgment.
Q2. Debriefing allowed me to verbalize my feelings before focusing on the next scenario.
Q3. Debriefing provided opportunities to introspect my performance during simulation.
Q4. I am more confident in communicating with my supervisors & engineers during critical operations.
Q5. I am more confident to train & can be able to guide others in the control room operations.
Q6. Debriefing was a process of constructive evaluation of the simulation session.

Figure 6. Behavior level

The discussions during simulation sessions helped them to communicate with their superiors in more efficient way and work as a team to further consolidate their learning. During critical operations they are more confident to act and handle the process upsets and might seek opinion with support staff to achieve desired results. The participants considered debriefing as a constructive evaluation of the simulation session. The confidence gained during the training is useful to guide others in the panel operations after practicing repeated sessions using a simulator.

4.4 Results
Most of the participants believe that simulation training helped them to understand the process in a better way. Further the practice sessions helped their ability to integrate the theoretical knowledge in to practical experience. The OTS investment can be supported by the reduction of human errors, production quality improvements, performance improvement and the most rated being the startup & shutdown without incidents. The questionnaire and their corresponding answers Figure 7. are compiled as below.

4.4.1 Questionnaire
Q1. This training can be used in all process operator trainings.
Q2. The knowledge acquired is used in the workplace effectively.
Q3. I am more confident in using evidence based practice and hands on approach in control room operations.
Q4. I am more confident in carrying out interventions that foster operational safety.
Q5. There is significant change in application of skills, attitude and confidence levels before and after simulation training.
Q6. I am more confident in critical control loops, advanced process control and optimization due to experience gained from simulated operations.
Q7. Simulator training is the most effective training for operators among all other types of training available in the Oil & Gas Industry.
Q8. Simulation evaluation can be effectively used as a competency testing tool for promotions and career planning.

Figure 7. Results level

As per the results, the simulation sessions should be planned soon after the theoretical class room sessions to have effective learning and hands on application. Well planned simulation sessions using updated simulator voted in Figure 8. For maximum utilization of the OTS. The qualified instructors preferably from the same domain experience can help the trainees to run scenarios, which are actually happened in their process operations. They can be
taken from the incident reports and corrective action reports or similar case studies developed in the simulator, as an exercise preferably by the OTS supplier.

**Figure 8.** The Key for successful utilization of simulation training

- Support from Management
- Qualified Instructors with same domain experience
- Up to date Simulator Model
- Classroom training followed by Simulation training
- Well planned and executed training sessions

**Figure 8.** The Key for Maximum OTS Utilization

The operators are better prepared to handle the process upsets, reduction of human errors **Figure 9.** By replicating the lessons learnt during actual panel operations and, safer startups. This will effectively justifies the OTS investment for the organization. The OTS training sessions helped participants to analyze the process better and improved their ability to take corrective actions during emergencies. This will further improve operational safety and helps them to gain more confidence in executing the complex tasks. Over the course of time one can see the reduction of human errors due to repeated training and more than 30% of response’s from the participants validate the same.

**Figure 9.** Supporting the OTS investment

**Figure 10.** Results level findings

More than 80% of the participants, as per **Figure 10.** agrees that there is significant improvement in actual handling of operations after the training. The knowledge acquired from the training is effectively used at the work place and the OTS training is the most effective training across the industry to the operators.
Based on the findings, we can conclude that the simulator training enhance operator skills, behaviour, performance, helped to reduce downtime, faster and more efficient startup and finally improve overall competency of staff.

5. Limitations, Conclusions & Future Outlook

The survey is limited to a small group of participants and is relatively small size for proper statistical analysis. The results are analyzed using the data captured before and immediately after the training. Post training survey data after a certain period of time is not considered due to very low response for emails sent to the individuals. Further the analysis is not capturing the capability of the OTS process models in executing the tasks and the competency of instructors.

The simulator can be used to verify the procedures and they can then be optimized, rewritten to insist on critical points. The operators are confident in executing the complex tasks, leading to product quality, skill improvement and one might see a reduction in human errors due to the competency based approach. By integrating the training evaluation models with the OTS, the instructor can easily measure each and every session without being depend on questionnaires and infer the results. This methodology can optimize the trainings delivered and improve future sessions.

A combination of skilled instructors, immersive simulation, cloud technologies coupled with updated high-fidelity simulators and pedagogical course material are essential for ensuring the best possible training for the new and experienced operators in the oil and gas industry. The operators have to take objective based decisions based on real time data, strive to contribute process changes, and needs to be competent for the ever changing new cyber security protocols. The instructor role is changing due to new virtual & augmented technologies, automated and objective based decisions. They also need to be trained to update with the technology, which is often missing due to various organizational reasons. There are number of challenges in the development of exceptional workforce to sustain the business. Staggered industrial growth, retiring and ageing workforce, an influx of new workers forcing the organizations to get new hires quickly trained and competent in the current low oil price environment and simulation training continues to be the best among the available trainings for operators and most cost effective way.
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Abstract
Heat pumps have gained a huge popularity as an efficient indoor heating system including several other applications due to relatively low installation cost and energy consumption, and high potential mitigation of global warming than conventional heating systems. The present work aims to develop a modeling tool to investigate dynamic behavior of heat pumps for heating applications. A vapor-compression, air-source HP house heating system with a zeotropic refrigerant R-407c is developed using MATLAB®-based Simscape™ language. The system components such as the evaporator, compressor, condenser, expansion valve, house and the controller are modeled using a combination of Simscape™ foundation libraries. Each component model has a set of tunable parameters that can be adjusted by user preferences in order to simulate the real-time operation. The dynamics of the system and its response to variable ambient temperature is investigated and discussed. The model depicts the expected behaviour under the simulated operating conditions and is capable of maintaining a comfortable user defined heating temperature inside the house. The model developed will be used to gain insight into performance characteristics of heat pump systems used for local production in the district heating. Keywords: Dynamic modeling, vapor-compression heat pump, Simscape, two-phase fluid, R-407c, coefficient of performance, house heating

1 Introduction
Heat pumps (HPs) are becoming one of the highly sustainable systems around the world as they can be operated in both, centralized and decentralized power generation. They are highly efficient and economical component of modern heating and cooling systems which not only use less energy but also mitigate greenhouse gas emissions. Due to the availability of a variety of external energy sources, HP based systems are widely used for both domestic and industrial applications. Air-source HPs are often used for air-conditioning in moderate climatic conditions. They absorb heat from the outside air at low temperatures into a fluid, which passes through a compressor, where its temperature is increased, and transfers heat at its highest temperature to the heating and hot water circuits.

In the European Union, space and water heating account for approximately 79% of the total energy consumption (192.5 Mtoe1) out of which exclusively 64.7% comes from the residential sector (Europa 2016). Reduction in the energy consumption, in buildings and industries, can be achieved by several means such as innovative construction and design, energy efficient heating systems, and smart control strategies. However, HP based heating can solely reduces the electricity consumption by approximately 50% than the conventional heating sources such as gas or oil boilers and direct electric heaters. Increasing popularity of HP systems for space heating applications has impelled the need to investigate HPs and their dynamic behavior in response to the varying load in order to make improvements in system design and control.

Mathematical modeling and simulation are one of the best tools for analyzing system’s behavior and controlling it for the given operating conditions. Dynamic modeling of vapor-compression systems has been a topic of broad research interest since last three decades. Several modeling efforts, transient and steady-state, have been made to simulate HP and its components, and to approximate their behavior for heating applications. The transient response of evaporating and condensing flows was first investigated by Wedekind and Stoecker (Wedekind and Stoecker 1968). Later, more research focused mainly on two main modeling approaches, the moving boundary (MB) and finite volume (FV), was conducted to predict the accurate evolution of dynamics in the systems (Wedekind, Bhatt, and Beck 1978; Beck and Wedekind 1981). A detailed review of both approaches for dynamic modeling of vapor compression systems is provided by Bendapudi et al. (Bendapudi, Braun, and Groll 2008). It has also been reported that the FV formulation is more robust for start-up and load-change transients, however, computationally slower than MB method (Bendapudi, Braun, and Groll 2008). Rasmussen and Bhaskar (Rasmussen 2012; Rasmussen and Bhaskar 2012) reviewed the dynamic modeling of vapor-compression systems in detail and presented examples of physical models of the system components. Koury et al. (Koury, Machado, and Ismail 2001) presented two models to simulate the steady-state and transient behavior of water-water type refrigeration system where the condenser and evaporator were
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1 million tonnes of oil equivalent
modeled as control volumes (CVs). Haberschill et al. (Haberschill, Guitari, and Lallemand 2007) developed a model to simulate the operation of a CO$_2$ air-to-water HP under transient conditions. Dynamic modeling of vapor-compression systems and maintaining the right balance between the complexity and accuracy is challenging. However, the evolution of advanced simulation software has significantly reduced the modeling effort.

The use of object-oriented modeling approaches has increased during past few years due to the ease of implementation, computationally efficient and reasonable robustness (Rasmussen 2012). The most common simulation platforms available for dynamic modeling of complex physical systems are Dymola, Modelica, MATLAB-Simulink, Simscape$^TM$. Torge and Gerhard (Torge and Gerhard 2004) developed a steady-state model of CO$_2$-refrigeration cycle with two different types of heat exchangers in Modelica and showed a fair agreement of the results with measured data. Gräber et al. (Graber et al. 2010) used an object-oriented thermodynamic library written in Modelica to model novel HP systems for domestic hot water supply. Bin and Alleyne (Bin and Alleyne 2010) developed a dynamic model in Simulink$^TM$ to describe the transient behavior of heat exchangers (condenser/evaporator) for vapor compression cycle systems used in Air Conditioning and Refrigeration. They validated the model with the experimental system and concluded that the model well predicts the system dynamics in shut-down and start-up transients. Mortada et al. (Mortada et al. 2012) developed a dynamic model of a HP system in the Dymola environment and validated each component by comparison with test results of a heat pump prototype. In addition, Chamoun et al. (Chamoun et al. 2012) adopted both MB and FV approaches to develop a high temperature HP model in Modelica using water vapor as a refrigerant.

2 Simscape is a toolbox in Simulink which supports modeling and simulation of multi-domain physical systems.

**3 Dynamic modeling**

The primary objective of developing a physical model is to capture the physical behavior of the HP system and its dynamic response to the heat consumption application. For the purpose here, air-to-air vapor-compression HP is simulated with R-407c as a refrigerant. The simulated application is useful as it captures the standard household utility of space heating.

**3.1 Methodology**

The modeling platform chosen in the present work is Simscape$^TM$ (MATLAB 2018a) which is based on the physical modelling approach. Simscape offers a much stronger simulation environment in combination with MATLAB and Simulink functionalities. It strengthens the model capabilities and enables users to reuse the model in multiple physical domains and applications. For example, the physical system and controllers can be optimized simultaneously in one environment. Additionally, the physical system model can be converted into C-code which can be deployed for other tasks such as hardware-in-the-loop (HIL) testing. In the chosen approach, the whole system is simulated as a set of components (sub-systems) represented by physical blocks where the dynamic equations are expressed as partial differential equations. The model is developed by assembling the system components (sub-systems) of different domains using physical connections represented by lines and control signals into a single schematic. The output of each component is generated based on input parameters, states at a given time and the connection between them. The graphical scheme of the system and the interconnections between components can be seen in Figure 1.

The components of the HP system, i.e., evaporator, compressor, condenser expansion valve, along with the indoor space and the outdoor environment are created using the ‘Two-phase fluid (2P)’ foundation library of Simscape. The model includes necessary sensors to measure the temperature, pressure, and mass flow rate at the desired locations. Simscape blocks that are used in developing the different components are also shown in Table 1. The description of each Simscape block with corresponding governing equations can be found in the reference (MATLAB 2018b). Table 2 illustrates the parameters used in developing the current model.
3.2 Physical component modeling

This section describes the modeling approach adopted to model different physical components of the heat pump system, the physical blocks adopted from the Simscape library, and the assumptions made to simulate system’s dynamic behavior.

3.2.1 Evaporator

Evaporators are heat exchangers that are used in HPs to absorb heat from the low-temperature source and transfer it to the refrigerant. In the present study, outdoor ambient air is the low-temperature source and is simulated as the environment. For air-to-air systems, fin and tube type of heat exchangers are well suited evaporators as they have larger surface area and thus provide better heat transfer.

In the present work, a finned copper tube of the constant circular cross-sectional area is modeled using the ‘Pipe (2P)’ block. The block models the flow dynamics of a two-phase fluid due to friction losses and the convective heat transfer within the rigid pipe wall. The evaporator model is described by the geometrical data as shown in Table 2. The following assumptions are considered in the model:

- Two control volumes
- The liquid and vapor phase are in equilibrium
- Fully developed flow
- Negligible gravitational force
- Heat transfer at constant pressure

The refrigerant enters the evaporator in two-phase and leaves in the form of superheated vapor. To capture this dynamic change in the phase, the evaporator is modeled as two fluid CVs with a set of differential equations based on temperature and phase of the refrigerant in each segment (lumped model) which approximated a linear behavior. The illustration of the evaporator dynamics is shown in Figure 2. The pressure and temperature evolve according to the compressibility and thermal capacity of the fluid volumes. The model also accounts for heat convection from the ambient air i.e., the environment to the outer pipe wall, heat conduction through the pipe wall and heat convection from the evaporator pipe wall to the refrigerant. This approach satisfactorily describes the dynamics inside the heat exchanger.

3.3 Compressor

The compressor is a principal pressure source in HPs. When the superheated vapor leaves the evaporator, the
The compressor performs an isentropic work on it, which means that entropy at the evaporator outlet is equal to the entropy at the inlet of the condenser. It conveys superheated vapor of the refrigerant from a low pressure and low temperature state to a high pressure and high temperature state. In the present model, the compressor is modeled by using 'Controlled Mass Flow Rate Source (2P)' block, which is based on the following assumptions:

- Negligible friction losses
- Isentropic compression
- No heat exchange with the surroundings, i.e. adiabatic

The compressor is simulated as an ideal mechanical source that maintains the desired mass flow rate.
3.4 Condenser
The condenser is similarly modeled as the evaporator. However, necessary adjustments in parameters and construction modifications are made. The corresponding geometrical data is keyed into the ‘Pipe (2P)’ block. The assumptions are similar to the evaporator but the condenser is simulated with one fluid CV (lumped). The dynamics of the condenser modeled is illustrated in Figure 3. The superheated high-pressure vapors enter the heat exchanger and condense at constant pressure leaving it in two-phase. The heat rejected by the condenser is transferred to house for heating consumption.

3.5 Expansion valve
The two-phase refrigerant from the outlet of condenser passes through the expansion-valve which reduces the refrigerant pressure to a level that maintains the superheating in the evaporator. The expansion is isenthalpic, which means the enthalpy at the condenser outlet is equal to the enthalpy at the evaporator input. The ‘Variable Local Restriction (2P)’ block is used to simulate the expansion valve in the present model. The block models the pressure loss across the restriction by controlling the restriction area as a physical signal. The model is based on the following assumptions:

- Negligible friction losses
- Isenthalpic expansion
- No heat exchange with the surroundings i.e., adiabatic

3.6 House
The house model is simplified in order to simulate a space heating consumption. The house is therefore simulated as a single, small-sized square room which needs to be heated up to a user desired temperature. The model is characterized by the thermal mass of air and thermal properties of the materials. It is assumed that the house is empty and that no internal heat transfer takes place (i.e., no heat generation). However, losses to the ambient are considered. The indoor air exchanges heat with the environment (ambient air) which is simulated as a combination of thermal convection, and thermal conduction through exterior walls. The house model is developed using the ‘Thermal (T)’ library of Simscape.

3.7 Environment
The environment is modeled as a low-temperature heat source of infinite capacity to the heat pump with a defined ambient temperature. In the present work, blocks named ‘Constant’ and ‘Sine Wave’ are used to emulate ambient air temperature profiles.

3.8 Refrigerant properties
R-407c is preferred as a refrigerant to simulate the heating system as it is commonly used in both residential and commercial HPs. It is a non-flammable zeotropic blend of three refrigerants namely difluoromethane (R-32), pentafluoroethane (R-125), and 1,1,1,2-tetrafluoroethane (R-134a) with a mass ratio of 23%, 25% and 52% respectively (ASHRAE 2017). It is environmentally acceptable with zero Ozone Depletion Potential (ODP) however has a considerable Global Warming Potential (GWP) of 1530. The property tables of both phases, liquid and vapor, are generated using the REFPROP database developed by National Institute of Standard and Technology (NIST). The ‘Two-Phase Fluid Properties (2P)’ block is used to import the thermophysical properties of a two-phase refrigerant in the modeling platform and use during the simulation.

3.9 Operation mode and control
Since the present work focuses only on heat pump operation for space heating application, the critical feature of the model is heat flow control, which ensures the effective use of heat pump and its heating output. Two control strategies are utilized to simulate the desired behavior and are described in the following sections:

3.9.1 On/off control
In the model, the heating system is controlled by an on/off controller which keeps the indoor space temperature at a desired level by turning the system on and off to satisfy the load requirements. The on/off control is chosen because the heat pump system which will be later used to validate the model has the same controller. This is also the most common variation of thermostats for space heating. The temperature set-point is modeled using a ‘Constant’ block which specifies the temperature that must be maintained inside the house. The set-point is 294.15 K with a differential of ±1° in the present simulation. When the temperature in the house falls below 293.15 K, the controller turns on and the

![Figure 3. Illustration of the condenser.](image-url)
compressor runs with full power; when the temperature exceeds 295.15 K, the controller turns off the compressor.

3.9.2 Expansion valve control

The compressor in the heat pump is a core component, and also expensive which needs to be chosen carefully for the given application. Therefore, it must be controlled against any kind of failure under the operational limits. It is critical to control the temperature to ensure that only superheated vapors exit the evaporator to avoid malfunctioning and mechanical damage to the compressor. The control checks the evaporator temperature using a temperature sensor, and continuously feeds it back to control the restriction area of the valve desired to maintain the superheat.

3.10 Solver

The complete model of the system is obtained by combining the sub-models of the components. Simulation time, step size, and solver type are defined as global model configuration parameters. The system is simulated for 24 hours (∼86400s) with a time step of 1 s. The implicit fixed-step solver ODE14X is selected as the solver for the simulation system. The present model simulates known physical system, such as heat exchanger and house designs. Whereas, unknown parameters like initial values, heat transfer coefficients are tuned to achieve the desired response and convergence.

4 Simulation results

In this section, the output results based on the simulated system design are presented and discussed. Since the ambient temperature has a significant influence on the thermal behavior of the house, results with two ambient temperature profile are analyzed.

Figure 4(a-b) presents the performance results of the system at constant ambient temperature of 288.15 K. Figure 4(a) shows the house temperature (represented by solid line ‘—-’) as a function of time and the ambient temperature (represented as solid line ‘——–’) as predicted by the model. It can be seen that as the house temperature falls 1° below the user set temperature level, which is 294.15 K (represented by dashed line ‘- - - -’), the HP starts and runs until the house temperature reaches 1° above the set-point, and then it stops until the temperature drops 1° below the set-point. The heating performance of the HP is assessed by the total heating effect produced and the amount of power consumed in producing that effect. Figure 4(b) shows the heat flow from the condenser to the house, i.e. power output (represented by dotted line ‘………’) and the corresponding power input (represented as solid line ‘———’). The results show that approximately 1040 W heating effect is produced at a power consumption of 170 W by the system. The system behaves similarly over the simulated time and thus the heat consumption profile remains same for a period of 24 hours due to constant ambient temperature.

The system’s response is also analyzed with variable ambient temperature. To serve the purpose here, the sinusoidal temperature profile is chosen to emulate the variable ambient temperature. Figure 5(a-b) shows the corresponding results predicted by the model. The variation in the house temperature (represented by solid line‘———’) with time is shown in Figure 5(a) where it is seen that when the ambient temperature (represented by solid line‘———’) is higher, the HP does not run or runs relatively less frequent than at lower ambient temperature. This effect is attributed to lower heat loss from the house due to higher ambient temperature which in turn reduces the house heating demand. As expected, the house temperature is maintained within 1° of the set temperature (represented by dotted line ‘- - - -’) even when the outdoor temperature varies sinusoidally. The impact of varying ambient temperature on the power input (represented by solid line’———’) and output (represented by dotted line ‘………’) is shown in Fig. 5(b).

It is observed that the heating effect, i.e. power output is slightly lower, approximately 1000 W, at low ambient temperatures and increases gradually to approximately 1070 W as the ambient temperature increases leading to no flow of heat at the peak. The results confirm that the model developed satisfactorily predicts the dynamic behavior of the HP system, thus can be utilized at varying loads.
5 Limitations and future work

The model developed demonstrates the dynamic behavior of a typical air-to-air vapor-compression HP for domestic space heating application. However, the results are yet to be verified by the laboratory experiments to ensure the reliability. The laboratory scale set-up of the HP system to test the accuracy of the model and various thermal effects based on the model are currently under construction. Once built, the model will be verified and used in developing and testing new control strategies, and the overall system design to achieve better performance and energy consumption results. It will further be extended using the same approach to simulate the dynamics at various load profiles. The model developed is considered useful in determining HPs feasibility to the heating demands in existing or new district heating system.

6 Conclusion

The present work focused on physical modeling of the HP based heating system dynamics. The model simulates the performance outputs such as evaporator, condenser and heating temperature, compressor, expansion valve operation as well as the thermal behavior of the heat consumption. The results obtained show that Simscape™ is a robust tool for both evaluating and controlling the dynamic behavior of the system, however, limited to the design simulated and the input parameters used. The developed model provides a framework to build multiple model strategies with different available sources and integrated renewable energy systems (buffer) that will deliver better heating performance and flexibility of a HP at a lower cost. Moreover, different scenarios of heating applications can be investigated by adopting different control designs in the model which can positively contribute to the district heating systems and power grid balancing.
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Abstract

Few granulation plants are operated optimally. It is common to operate granulation plants below their maximum design capacity, and in many cases, periodic instabilities may also occur. From a process control and optimization point of view, it is desirable to develop a dynamic model that can show the dominating dynamics of a granulation process and can be used for design of optimal operation of the granulation plant. In this paper, a dynamic model of a drum granulator is developed using population balance (PB). Different simulation scenarios are used to analyze various granulation mechanisms that are characteristic to drum granulators. Simulation results show that for the drum granulator, the particle agglomeration has a greater impact on the change in particle size distribution (PSD) compared to the particle growth due to layering. In addition, coarser particles are produced when a size-dependent agglomeration kernel is used in the granulator model. For combined processes, i.e., processes where the particle growth due to layering and agglomeration are considered simultaneously, coarser particles with a wider PSD are obtained with the size-dependent agglomeration kernel.

Keywords: granulation, population balance, agglomeration, layering

1 Introduction

Granulation is a particle enlargement process during which fine particles and/or atomizable liquids are converted into granules via a series of complex physical processes. In a typical granulation plant, the main operational goal is to produce granules with improved properties compared to their ungranulated form, and therefore, to meet product quality requirements (e.g., produce granules with the desired PSD, moisture content, porosity, etc.). Granulation processes are used in a wide range of industrial applications, such as in pharmaceuticals, chemicals, and fertilizer industries (Litster and Ennis, 2004). However, the operation of granulation plants in an industrial scale can be challenging. Many granulation plants have a high recycle-to-product ratio, and it is common to operate granulation plants below their maximum design capacity. In addition, periodic instability associated with the operation of the granulation circuit have been reported (Radichkov et al., 2006; Heinrich et al., 2003). This causes the PSD of the particles flowing out of the granulator to oscillate, thus making it difficult to maintain the desired product quality. An increase in the production of off-spec particles (oversized and undersized) gives rise to a higher recycle-to-product ratio, and the plant does not operate in an optimal manner. One way to address these problems is to develop a mathematical model of the granulator that can be used to study and understand various dynamics occurring in the granulator. The model can further be used to design optimal control structures to increase the efficiency of the plant.

The most widely used approaches for modeling granulation processes include Discrete Element Modeling, as well as PB modeling. In this study, since the focus is on the development of a dynamic model suitable for control purposes, PB modeling has been used to develop a mathematical model of a drum granulator. A rich literature related to PB modeling of a granulation process is available (Randolph and Larson, 1962; Wang et al., 2006; Wang and Cameron, 2007). In these works, (i) the effect of different granulation mechanisms to the PSD of the granulator outflow is neglected, (ii) the numerical scheme (Hounslof discretization method) used for solving the population balance equation (PBE) is relatively inaccurate (shows overprediction as also mentioned in (Kumar, 2006; Kumar et al., 2006)), and (iii) many of the processes are only batch processes. In this paper, a dynamic model of a continuous drum granulator using the PB framework is developed. The resulting integro-differential PBEs are discretized using an accurate numerical scheme, namely the cell average technique (Kumar, 2006) and the flux limitation scheme (Koren, 1993). The developed model is simulated to understand and analyze how different granulation mechanisms affect the PSD of the granules formed in the granulator.

2 Granulation Mechanisms

According to (Iveson et al., 2001), the granulation process is divided into three basic mechanisms: (i) nucleation and wetting, (ii) growth and consolidation, and (iii) breakage and attrition. Different granulation mechanisms are predominant depending on the type of the granulator being used. For continuous drum granulation with recycling, effects of nucleation, breakage, and attrition mechanisms are believed to be negligible compared to particle growth due to layering and agglomeration (Fig. 1). Particle nu-
 clearence is insignificant for this particular process as it is a continuous process in which the recycle feed acts as seeds for the granulator. Particle breakage is mainly important in a high shear granulators, e.g., granulation mechanism due to breakage can be significant in pharmaceutical industries where high shear granulators are typically used. As to the attrition, this granulation mechanism might give significant changes in PSD only when high velocities (e.g., fluidized bed spray) granulators are used (Litster and Ennis, 2004). Layering occurs due to a successive coating of a liquid phase onto a granule. As a result, the granule grows in its mass, and the volume increases, but the number of granules in the system remains unchanged. No collision between granules is assumed during this particle growth (Litster and Ennis, 2004). Layering is a continuous process (differential growth), and an assumption of size-independent linear growth rate is common in the PB modeling of granulation processes. This simplification implies that each granule has the same exposure to a new fertilizer spray feed material, and a volumetric growth rate is proportional to a projected granule surface area (Litster and Ennis, 2004). Binary agglomeration refers to a particle growth mechanism that occurs due to successful collision of two particles, resulting in the formation of a larger composite particle. Agglomeration is a discrete (sudden) process that changes the total number of particles: two particles die, and a new particle is born as a result of collision of two particles. Thus, the agglomeration results in a reduction in the total number of particles, while the total mass remains conserved (Litster and Ennis, 2004).

3 Model Development

3.1 Population Balance Principles

Balance laws such as mass and energy balances are often used in process modeling to describe dynamics of different physical and chemical processes. With particulate processes, PB is frequently used to describe dynamics of particle property distribution. A detailed derivation and explanation of the PBE can be found in Ramkrishna (Ramkrishna, 2000). The general form of a PBE with particle diameter ($L$) as the internal coordinate is represented as,

$$\frac{\partial n(L,t)}{\partial t} = -\frac{\partial}{\partial L} \left[ Gn(L,t) \right] + B(L,t) - D(L,t)$$

$$- \frac{\partial}{\partial z} \left[ \frac{d}{dt} \eta(L,z,t) \right],$$

(1)

where $n(L,t)$ is the number density function. The first term on the right hand side represents the particle growth due to layering, the second and the third terms stand for particle birth and death respectively, and the last term represents a continuous process and gives the flow of particles through the granulator. $G$ is the growth rate and $z$ represents the distance along the axial direction of the drum granulator. The birth and the death terms usually include integrals which make the solution of the population balance equation complicated. In this paper, a plug flow along the axial direction of the drum granulator has been assumed. For simplifying the model complexity, a concept of output equivalent (perfect mixing) inside the granulator can be assumed. Thus, Eq. (1) can be simplified to

$$\frac{\partial n(L,t)}{\partial t} = -\frac{\partial}{\partial L} \left[ Gn(L,t) \right] + B(L,t) - D(L,t)$$

$$+ \eta_i \gamma_i - \eta_e \gamma_e.$$ 

(2)

Here, $\eta_i$ is the number flowrate of particles entering the granulator (influent), $\eta_e$ is the number flowrate of particles leaving the granulator (effluent), $\gamma_i$ is the size distribution function of the inlet flow of the particles (influent), $\gamma_e$ is the size distribution function of the outlet flow of the particles (effluent).

In addition, for the PBE of Eq. (2), the following assumptions are made:

- The concept of perfect mixing inside the granulator is applied: particle property (size) inside the granulator is the same as at the outlet of the granulator.
- Particle breakage in neglected since the drum granulator is operating at low shear forces. Thus, the birth ($B$) and death ($D$) rates are only due to binary agglomeration.
- Particle size reduction due to attrition is neglected since the granulation drum does not operate at high velocities.

3.2 Growth Rate for Layering

The formulation of the particle growth rate for layering ($G$) is based on combination of the work of (Mörl, 1981) and (Mörl et al., 1977), as summarized in (Drechsler et al., 2005). This model assumes linear size-independent growth rate, meaning that a small particle gets less slurry per unit time than a larger particle, but the growth rate (the change of particle diameter over time) is constant for all particle sizes. Thus, the growth rate due to layering depends on a slurry rate (fresh fertilizer spray rate, $\dot{m}_{sl}$),
moisture fraction in the slurry \((X_{sl,i})\), and the total surface area of the particles \((A_{p,tot})\) as given by Eqs. (3) and (4).

\[
G = \frac{\partial L}{\partial t} = \frac{2m_{sl}(1-X_{sl,i})}{\rho A_{p,tot}}, \quad (3)
\]

\[
A_{p,tot} = \pi n \int_{L=0}^{L_{\infty}} \int_{L=0}^{L_{\infty}} L^2 dL. \quad (4)
\]

### 3.3 Particle Agglomeration

Particle agglomeration is a discrete event, which is challenging to model. One of the most widely used formulations of the agglomeration process was introduced by (Kapur and Fuerstenau, 1969). The general form of a length-based agglomeration is represented by Eqs. (5) and (6).

\[
B(L,t) = \frac{L^2}{2} \beta \left[ \frac{(L^3 - \lambda^3)^{1/3}}{L^3 - \lambda^3} \right] n \left[ \frac{(L^3 - \lambda^3)^{1/3}}{L^3 - \lambda^3} \right] n(L,t) d\lambda, \quad (5)
\]

\[
D(L,t) = n(L,t) \int_{0}^{\infty} \beta(L,\lambda) n(\lambda,t) d\lambda. \quad (6)
\]

Here, \(\beta\) is the agglomeration (coalescence) kernel. The agglomeration kernel is a key parameter that controls the overall rate of agglomeration. Despite more than 50 years of research, only empirical and semi-empirical agglomeration kernels are available. Thus, these should be fitted to experimental data. Some of the most frequently used agglomeration kernels for two colliding particles with volumes \(v\) and \(w\) in granulation processes are summarized in Table 1. Here, \(\beta_0\) is the part of the agglomeration kernel which usually depends on the operating conditions of the granulator such as the drum speed, bed depth and the moisture content in the particles. In this paper, the value of \(\beta_0\) has been taken to be a constant (however tunable) for simplifying the model development. For a more detailed analysis, \(\beta_0\) should be expressed as a function of process parameters and fitted with the experimental data. This has been left as a potential future work.

<table>
<thead>
<tr>
<th>Agglomeration kernel</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta = \beta_0)</td>
<td>Random kernel</td>
</tr>
<tr>
<td>(\beta = \beta_0 \times (v + w))</td>
<td>Golovin (Golovin, 1963)</td>
</tr>
<tr>
<td>(\beta = \beta_0 \times (\frac{v+w}{w})^p)</td>
<td>Kapur (Kapur, 1972)</td>
</tr>
</tbody>
</table>

\(\lambda\) is the size of the classes. The dots in each class represent the subsequent subsections. The PDE represented by Eq. (7) can be discretized into a set of ordinary differential equations (ODEs) which can then be solved with an appropriate ODE solver. In this work, the particle size is represented by the diameter of the particle. To obtain the particle size distribution, the particles are classified into \(i = 1, 2, ..., Nc\) classes or cells as shown in Figure 2. Here, \(i\) represents the \(i^{th}\) particle class, \(i\) is the diameter of the particle of the \(i^{th}\) class, \(L_{i-1/2}\) is the left and the right boundary of the \(i^{th}\) class and \(\Delta L = L_{i-1/2} - L_{i-1/2}\) is the size of the classes. The dots in each class represent the cell center. As was discussed in Section 2, the particle size change inside the drum granulator can be considered to be due to

- pure layering (agglomeration mechanism ignored),
- pure agglomeration (layering mechanism ignored),
- combined process (both layering and agglomeration considered).

In this paper, all the three cases of granulation mechanisms are considered separately and described in detail in the subsequent subsections.

### 4 Numerical Solution

Various discretization techniques/schemes can be used to discretize the continuous PBE of Eq. (2) into a set of ordinary differential equations (ODEs) which can then be solved with an appropriate ODE solver. In this work, the particle size is represented by the diameter of the particle. To obtain the particle size distribution, the particles are classified into \(i = 1, 2, ..., Nc\) classes or cells as shown in Figure 2. Here, \(i\) represents the \(i^{th}\) particle class, \(i\) is the diameter of the particle of the \(i^{th}\) class, \(L_{i-1/2}\) is the left and the right boundary of the \(i^{th}\) class and \(\Delta L = L_{i-1/2} - L_{i-1/2}\) is the size of the classes. The dots in each class represent the cell center. As was discussed in Section 2, the particle size change inside the drum granulator can be considered to be due to

- pure layering (agglomeration mechanism ignored),
- pure agglomeration (layering mechanism ignored),
- combined process (both layering and agglomeration considered).

In this paper, all the three cases of granulation mechanisms are considered separately and described in detail in the subsequent subsections.

### 4.1 Pure Layering

If the growth of particles is considered to be only due to layering, Eq. (2) reduces to,

\[
\frac{\partial n(L,t)}{\partial t} = - \frac{\partial}{\partial L} [Gn(L,t)] + \dot{n}_c Y - \dot{n}_c Y. \quad (7)
\]

The PDE represented by Eq. (7) can be discretized into a system of ODEs using a finite volume scheme. In this paper, a high resolution scheme, based on the flux limiting approach, is chosen as the numerical scheme for particle size discretization. Particularly, the Koren flux limiting method (Koren, 1993) is used in this paper. The high resolution flux limiting methods attain higher accuracy than the first order upwind scheme. In addition, these methods also avoid spurious oscillations by applying a high order flux in the smooth regions and a low order flux near
discontinuities. Equation (7) can be discretized with the
Koren scheme as
\[
\frac{dN_i}{dt} = Gn(t, L_{i-\frac{1}{2}}) - Gn(t, L_{i+\frac{1}{2}}) + \dot{N}_i \bar{\theta} - \dot{N}_e \bar{\gamma}, \quad (8)
\]
where,
\[
N\left(t, L_{i-\frac{1}{2}}\right) \approx \frac{1}{\Delta L} \left[ N_{i-1} + \frac{1}{2} \phi \left( \bar{\theta}_{i-\frac{1}{2}} \right) \left( N_{i-1} - N_{i-2} \right) \right]. \quad (9)
\]
\[
N\left(t, L_{i+\frac{1}{2}}\right) \approx \frac{1}{\Delta L} \left[ N_i + \frac{1}{2} \phi \left( \bar{\theta}_{i+\frac{1}{2}} \right) \left( N_i - N_{i-1} \right) \right]. \quad (10)
\]
Here, \( \phi \) is the limiter function defined as
\[
\phi \left( \bar{\theta} \right) = \max \left[ 0, \min \left( 2\bar{\theta}, 0 \right) \right]. \quad (11)
\]
Parameter \( \bar{\theta} \) is defined as
\[
\bar{\theta}_{i-\frac{1}{2}} = \frac{N_{i-1} - N_{i-1+\epsilon}}{N_{i-1} - N_{i-2+\epsilon}}, \quad \bar{\theta}_{i+\frac{1}{2}} = \frac{N_{i+1} - N_i + \epsilon}{N_i - N_{i-1} + \epsilon}, \quad (12)
\]
with a very small constant \( \epsilon \) to avoid division by zero.

In an industrial application, it is relatively easier to work with mass-based population balance equations (PBEs) instead of number-based PBEs due to: (i) PSD in a real plant is typically measured by sieving and weighting, and (ii) mass-based PBE is more convenient to use from a numerical point of view (huge number of particles compared to their masses). To convert the number-based formulation given by Eqs. (8)-(12) to a mass-based formulation, Eq. (13) is applied,
\[
N_i = \frac{6M_i}{\pi \rho L_i^3}. \quad (13)
\]
Equation (13) was derived assuming that all particles are ideal spheres with constant density. After rearranging, the growth due to layering in a mass-based PBE can be represented as
\[
\frac{dM_i}{dt} = L_i^3 \left[ Gn\left(t, L_{i-\frac{1}{2}}\right) - Gn\left(t, L_{i+\frac{1}{2}}\right) + M_i \bar{\gamma} - \dot{N}_e \bar{\gamma} \right], \quad (14)
\]
where,
\[
m\left(t, L_{i-\frac{1}{2}}\right) \approx \frac{1}{\Delta L} \left[ \frac{M_{i-1}}{L_{i-1}} + \frac{1}{2} \phi \left( \bar{\theta}_{i-\frac{1}{2}} \right) \left( \frac{M_{i-1}}{L_{i-1}} - \frac{M_{i-2}}{L_{i-2}} \right) \right], \quad (15)
\]
\[
m\left(t, L_{i+\frac{1}{2}}\right) \approx \frac{1}{\Delta L} \left[ \frac{M_i}{L_i} + \frac{1}{2} \phi \left( \bar{\theta}_{i+\frac{1}{2}} \right) \left( \frac{M_i}{L_i} - \frac{M_{i-1}}{L_{i-1}} \right) \right]. \quad (16)
\]
Here \( M_i \) is the total mass of the particle in the \( i \)th class. The growth rate \( G \) is considered to be size-independent as described in more detail in Section 3.2. The growth rate due to layering is modeled using Eqs. (3) and (4). In addition, if \( T_R \) is the retention time, then, \( M_e \bar{\gamma} = \frac{M_i}{T_R} \).

### 4.2 Pure agglomeration

If the change in the particle size is considered to be due to agglomeration only, Eq. (2) reduces to
\[
\frac{\partial n(L, t)}{\partial t} = B(L, t) - D(L, t) + n_i \bar{\gamma} - \dot{n}_e \bar{\gamma}. \quad (18)
\]
Analytical solutions of the pure agglomeration problems can be found in some simplified cases. Thus, numerical techniques are needed to solve the resulted PBEs. However, the discretization of agglomeration terms \((B, D)\) is more challenging compared to the growth due to layering. Agglomeration is a discrete event and the birth and death of particles can be considered to be source and sink terms, respectively. A suitable numerical scheme that is simple to implement and produce exact numerical results of some selected moments is the cell averaging technique (Kumar, 2006; Kumar et al., 2006). The cell average scheme is referred to as a sectional method, and assigns all the new-born particles within a cell more precisely compared to other sectional methods. Using the cell average scheme, Eq. (18) can be discretized with respect to the particle size as
\[
\frac{dN_i}{dt} = B_{i-1} \delta_{i-1} (L_{i-1} - L_{i-1}) + B_i \delta_{i} (L_i - L_{i-1}) + B_{i+1} \delta_{i+1} (L_{i+1} - L_i) - N_i \sum_{k=1}^{N_k} \beta_{jk} N_k + \dot{N}_i \bar{\gamma} - \dot{N}_e \bar{\gamma}. \quad (19)
\]
Here, \( N_k \) is the total number of particle size classes or cells. \( B_i \) is the birth of particles in the \( i \)th cell due to binary agglomeration of two particles from the \( j \)th and \( k \)th cell respectively, and can be expressed as
\[
B_i = \frac{1}{2} \sum_{j=1}^{i} \sum_{k=1}^{i} \beta_{jk} N_j N_k, \quad (20)
\]
where condition \( L_{i-\frac{1}{2}} \leq \left( L_i^3 + L_j^3 \right)^{\frac{1}{3}} \leq L_{i+\frac{1}{2}} \) should be fulfilled. \( \beta_{jk} \) is the agglomeration kernel for binary agglomeration of particles from the \( j \)th and the \( k \)th cells. \( L_i \) is the
average diameter of all the new-born particles in the \(i^{th}\) cell, and is given as
\[
\bar{L}_i = \left[ \frac{\sum_{j=1}^{i} \sum_{k=1}^{N_j N_k} \beta_{jk} M_j M_k \left( L_j^3 + L_k^3 \right)}{\sum_{j=1}^{i} \sum_{k=1}^{N_j N_k} \beta_{jk} N_j N_k} \right]^{\frac{1}{3}},
\]
with dimensionless term \(\lambda_{\bar{L}}(L)\) given as
\[
\lambda_{\bar{L}}(L) = \frac{L^3 - L_{i+1}^3}{L_i^3 - L_{i-1}^3}.
\]
The Heaviside step function \(H\) is defined as
\[
H(\bar{L}) = \begin{cases} 
1, & \text{if } \bar{L} > 0 \\
\frac{1}{2}, & \text{if } \bar{L} = 0 \\
0, & \text{if } \bar{L} < 0.
\end{cases}
\]
The cell average technique can be used to preserve any two moments. Here, we have chosen to preserve the zeroth moment (total number of particles conserved) and the third moment (total mass conserved) taking the diameter-based formulation. Using Eq. (13), the mass based form of the PBE can be written as
\[
\frac{dM_i}{dt} = L_i^3 [B_{i-1}\lambda_{\bar{L}}(L_{i-1}) H(L_{i-1} - L_{i-1}) + B_i\lambda_{\bar{L}}(L_i) H(L_i - L_{i-1}) + B_{i+1}\lambda_{\bar{L}}(L_{i+1}) H(L_{i+1} - L_{i+1})] - M_i \sum_{k=1}^{N_k} \beta_{hk} M_k \sum_{j=1}^{i} \lambda_{\bar{L}}(L_j)
\] 
\[+ \dot{M}_i \gamma_i - \dot{M}_c \gamma_e,\] (24)
where the birth of the particles \(B_i\) are given as
\[
B_i = \frac{1}{2} \sum_{j=1}^{i} \sum_{k=1}^{N_j N_k} \beta_{jk} M_j M_k \frac{L_j^3 + L_k^3}{L_i^3},
\]
and the average diameter of all the new-born particles in the \(i^{th}\) class is
\[
\bar{L}_i = \left[ \frac{\sum_{j=1}^{i} \sum_{k=1}^{N_j N_k} \beta_{jk} M_j M_k \left( L_j^3 + L_k^3 \right)}{\sum_{j=1}^{i} \sum_{k=1}^{N_j N_k} \beta_{jk} N_j N_k} \right]^{\frac{1}{3}}.
\]
With \(T_R\) being the retention time, \(\dot{M}_c \gamma_e = \frac{M_i}{T_R}\).

In this paper, agglomeration kernels \((\beta_{jk} \text{ and } \beta_{hk})\) are defined using the Kapur model (Kapur, 1972) with \(a = \frac{1}{2}\) and \(b = 0\); this is one of the most widely used kernels for drum granulation. With the diameter-based formulation, the agglomeration kernels are given as
\[
\beta_{xy} = \left( \frac{6}{\pi} \right)^{\frac{3}{2}} \frac{1}{\rho} \beta_0 K_{xy} = \left( \frac{6}{\pi} \right)^{\frac{3}{2}} \frac{1}{\rho} \beta_0 (L_x^3 + L_y^3)^{\frac{3}{4}}.
\]

The term \(\left( \frac{6}{\pi} \right)^{\frac{3}{2}} \frac{1}{\rho} \beta_0\) arises during the conversion from the number-based formulation to the mass-based formulation of PBES. Subscript \(xy\) means either \(jk\) or \(ik\). \(\beta_0\) is the particle size independent part of the agglomeration kernel. \(K_{jk}\) and \(K_{ik}\) are the parts of the agglomeration kernel which are particle size dependent as shown in Eq. (27).

### 4.3 Combined Process

In the case of the combined process, a change in the particle size is a result of both particle growth due to layering, and particle binary agglomeration. The number-based PBE for the combined process is represented by (2). For conversion to the mass-based PBE, (13) is used. Size discretization for the growth term \((G)\) is performed using the Koren flux limiting scheme as discussed in Section 4.1. Particle birth \((B)\) and death \((D)\) terms are size discretized using the cell averaging technique as was discussed in detail in Section 4.2. The resulting size discretized mass-based PBE for the combined process is written as
\[
\frac{dM_i}{dt} = L_i^3 \left[ Gm \left(t, L_{i-1} \frac{1}{2} \right) - Gm \left(t, L_{i+1} \frac{1}{2} \right) \right]
\]
\[+ L_i^3 \left[ B_{i-1} \lambda_{\bar{L}}(L_{i-1}) H(L_{i-1} - L_{i-1}) + B_i \lambda_{\bar{L}}(L_i) H(L_i - L_{i-1}) + B_{i+1} \lambda_{\bar{L}}(L_{i+1}) H(L_{i+1} - L_{i+1}) \right]
\]
\[+ \dot{M}_i \sum_{k=1}^{N_k} \beta_{hk} M_k \sum_{j=1}^{i} \lambda_{\bar{L}}(L_j)
\]
\[+ \dot{M}_i \gamma_i - \dot{M}_c \gamma_e,\] (28)
where all symbols in (28) are described in previous Sections 4.1 and 4.2.

### 5 Simulation Results and Discussion

#### 5.1 Simulation Setup

The discretized PBES for a continuous drum granulation process described by Eqs. (14), (24), and (28) are solved using a 4th order Runge-Kutta method with fixed time step. Dynamic simulations are performed using MATLAB (MATLAB, 2017). Simulations for continuous drum granulation are performed using parameters summarized in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of L [mm]</td>
<td>0-8</td>
</tr>
<tr>
<td>Number of classes</td>
<td>80</td>
</tr>
<tr>
<td>(\rho) [kg \cdot m^{-3}]</td>
<td>1300</td>
</tr>
<tr>
<td>(\beta_0) [s^{-1}]</td>
<td>8.5 \cdot 10^{-11}</td>
</tr>
<tr>
<td>(T_R) [s]</td>
<td>360</td>
</tr>
<tr>
<td>(m_{d_{ijk}}) [kg \cdot s^{-1}]</td>
<td>250</td>
</tr>
<tr>
<td>(X_{d_{ijk}})</td>
<td>0.1</td>
</tr>
<tr>
<td>Time step for RK4 [s]</td>
<td>10</td>
</tr>
<tr>
<td>Simulation time [h]</td>
<td>2.5</td>
</tr>
</tbody>
</table>
5.2 Simulation Results for Pure Layering and Pure Agglomeration

In this paper, simulations results are compared by analyzing the PSD at the inlet (Gaussian distribution) and the outlet of the drum granulator. In addition, the evolution of the average size of the particles represented by their $d_{50}$ diameter (median diameter that corresponds to intercept for 50% of cumulative mass) are also studied. Figure 3 compares the PSD of the inlet flow and the outlet flow from the granulator after the system has reached the steady state. The only granulation mechanisms affecting the PSD is layering. Clearly, the PSD at the outlet of the drum granulator has changed and has become slightly wider compared to the inlet distribution. The fraction of coarser particles increases due to layering, and, thus more of large particles are produced. Figure 4 shows that the average size of the particles has increased from 1.45 mm to 1.52 mm at the outlet of the granulator (with size-dependent agglomeration kernel). This gives $\sim 5\%$ increase in the average particle size. As expected, the same trend is observed in PSDs of the inlet and outlet mass flow rates (Figure 6).

Granulation produces larger particles when the agglomeration rate is assumed to be dependent on particle size compared to size-independent agglomeration rate. As shown in Figure 6, agglomeration with the size-dependent kernel has produced particles whose size are as large as 5 mm, while no particles with this size are produced with the size-independent kernel.

5.3 Simulations Results for Combined Process

To simulate the combined process, simultaneous particle binary agglomeration and particle growth due to layering is considered to be taking place in the drum granulator. In Figure 7, a comparison of the PSDs between pure agglomeration (with constant agglomeration kernel) and combined process is shown.
For the combined process, the PSD at the outlet is wider compared to the pure agglomeration granulation process. The mass fractions of coarser particles (>2 mm) become larger, and hence, larger particles are produced with the combined process. The comparison of these two granulation processes with the $d_{50}$ plot (Figure 8) confirms the PSD shown in Figure 7. With the combined process, a higher value of $d_{50}$ is obtained as compared to the pure agglomeration.

The $d_{50}$ of the particles has increased by $\sim 7\%$ (with a constant agglomeration kernel) for the combined process compared to the pure agglomeration process. A similar trend of the particle size change is observed for processes when a size-dependent agglomeration kernel is used in the simulations (Figures 9 and 10). The PSD is wider, and larger particles are produced when the combined process is simulated (Figure 9). The latter is also reflected in the $d_{50}$ plots (Figure 10). Interestingly, the value of $d_{50}$ has grown from 2.28 mm for the pure agglomeration process to 2.52 mm for the combined process (Figure 10). This gives $\sim 10\%$ difference in average particle size for the pure and the combined process compared with the size-dependent kernel. This difference is $\sim 7\%$ when simulations are performed with the constant agglomeration kernel. Thus, particle enlargement and hence the total change in PSD for the combined process is more intensive if particle agglomeration is driven by a size-dependent agglomeration kernel.

The plots of PSDs (Figure 9) reveal the same pattern (larger particles are produced with the combined processes compared to pure agglomeration). The PSDs of different processes start to deviate from each other when particle size fractions are larger than 1.2 mm. Granulation processes that are simulated with the constant agglomeration kernel produce more particles that are in the range of [1.2, 3.2] mm of size, compared to those processes that are simulated with the size-dependent agglomeration kernel. In contrast, the processes that are simulated by assuming size-dependent agglomeration kernels, result in a larger amount of coarse particles ($\geq 3.2$ mm), e.g., simulations with the size-dependent kernel produces particles with sizes as high as 6 mm, while no particles with such size is produced when the size-independent kernel is used (true for both pure agglomeration and combined process).

Based on the simulation results discussed above, the particle growth in drum granulators due to layering seems to play a minor role compared to the granulation mechanism for the particle binary agglomeration. This trend was indicated in others works (Wang et al., 2006; Wang and Cameron, 2007).
The agglomeration kernel is indeed an important parameter for modeling drum granulation processes. Not only the proper formulation of the size-independent part is needed, but also the dependency of agglomeration rate to particle size should be analyzed in order to obtain a proper model of the real plant.

6 Conclusions

In this paper, a comparative study on various model forms for representing a drum granulation process is given. Different granulation mechanisms are compared based on simulation results represented by particle size distributions and the $d_{50}$ diameter (to reflect the average size of particles) at the influent and the effluent of the drum granulator. For the drum granulator under consideration, the simulation results lead to the following conclusions:

- Particle growth due layering has very small effect on the change of the particle sizes compared to particle binary agglomeration.
- Inclusion of the particle size dependency on the agglomeration kernel affects the mass distribution function, i.e., particles with a wider PSD and larger particles are produced compared to simulations with a constant agglomeration kernel.
- The combined process increases the growth of particles by $\sim 7\%$ (with size-independent kernel) and by $\sim 10\%$ (with size-dependent kernel) compared to a pure agglomeration process.

The choice of the agglomeration kernel directly affects the PSD of the particles. The size-independent part of the kernel should be calculated by taking into account the operational parameters of the actual drum granulator.
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Abstract

The present study conceives a numerical model for phase change materials following the apparent heat capacity method where the phase change occurs within a chosen temperature interval. A multiphysical modeling approach to satisfy the coupled momentum, energy and continuity conservation equations whilst avoiding numerical singularities is applied. By means of a 2D test-case geometry with variable boundary heating the influence of natural convection within the melted liquid zone is visualized. Corresponding non-dimensional governing equations are analysed to quantify the dominant contributing terms. It turns out that for sufficiently small Grashof number, or consequently small Rayleigh numbers the influence of natural convection can be neglected, thus simplifying the problem substantially. The modeling approach has been adapted to a 2D-axisymmetric geometry within the scope of experimental validation. The simulation results and experimental data show reasonably good agreement. The model is numerically stable and suitable to facilitate design of latent heat storage systems.

Keywords: Phase Change Materials, Fluid Flow, Heat Transfer, Phase Transition, Natural Convection, Melting, Latent Heat Storage

1 Introduction

Phase change material (PCM) finds an increasingly wide range of applications in thermal energy management due to their energy storage capabilities. The choice of a suitable PCM should satisfy physical, technical and economic requirements. In essence, these consist of materials with a characteristically large enthalpy of fusion in a temperature range smeared over a phase transition region. In order to appropriately design latent heat storage applications using PCMs, it is important to predict the complex behavior of the materials well enough. In the present study, a numerical model for implementation in COMSOL Multiphysics™ is conceived. Natural convection is accounted for by the Boussinesq approximation which allows the fluid to be treated as incompressible for inertial forces and compressible for buoyancy forces. The chosen material in this study is n-eicosane as specified in table 1, whose thermophysical properties come with great deal of experimental coverage (Muhammad et al., 2015; Jones et al., 2006; Sparrow and Broadbent, 1982).

2 Physical Model

To model the physical nature of PCMs it is necessary to consider the disciplines of heat transfer and fluid flow. The strong coupling occurs due to natural convection and phase change effects constrained by the PCM container geometry as illustrated by figure 1.

The chosen geometry is a 2D square enclosure with 1 cm side-length ($H$). Figure 2 shows the computational setup. On the right wall a Dirichlet boundary condition for three different temperatures is applied: $T_R = 40/50/70^\circ C$. The three remaining boundaries represent thermal insulation. Boundaries are also prescribed as no-slip walls wherever applicable.

The melting process occurs within a time-range of $0 < t < 1000$ s for all temperatures.
3 Numerical Model

Modeling of phase change phenomena can be achieved by splitting the computation domain $\Omega$ into a subdomain for the solid fraction and a subdomain for the liquid fraction. A major numerical drawback hereof is the difficulty of tracking the solid/liquid interface which require delicate adaptive meshing methods to guarantee both convergence and reasonable representation of the physical processes (Lewis et al., 2004). The predominant state-of-art approach for the modeling of phase change materials is based on enthalphy methods, i.e. the enthalpy-porosity formulation (Dutil et al., 2011). The enthalpy-porosity formulation requires only one mathematical model. By means of temperature-dependent material laws the material is considered both as solid and liquid while the phase transition region is denoted as mushy region.

3.1 Material description

The enthalpy-porosity method bases all material properties such as melt fraction, heat capacity, density and thermal conductivity to the current temperature $T$ of the material. The enthalpy-porosity formulation quantifies the melt fraction $\theta(T)$ in terms of a temperature-dependent ramp function from 0 to 1 over a chosen phase transition temperature interval $\Delta T$. It is centered around the melting threshold temperature $T_m$ (Kheirabadi and Groulx, 2015) as,

$$\theta(T) = \begin{cases} 0, & \text{for } T < T_m - \Delta T/2 \\ \frac{T - (T_m - \Delta T/2)}{\Delta T}, & \text{for } T_m - \Delta T/2 < T < T_m + \Delta T/2 \\ 1, & \text{for } T > T_m + \Delta T/2. \end{cases}$$

(1)

A graphical representation of the melt fraction function is shown in figure 3a. To account for the contribution of latent heat over the phase transition region, a Gaussian distribution function $D(T)$ ensures energy conservation over the chosen temperature interval as illustrated in figure 3b. $D(T)$ is given by,

$$D(T) = \frac{e^{-\frac{(T-T_m)^2}{\Delta T/4}}}{\sqrt{\pi(\Delta T/4)^2}}.$$  

(2)

The definitions according to equation (1) and (2) allow the modification of the heat capacity $C_p$ of the PCM as,

$$C_p(T) = C_{p,s} + \theta(T)(C_{p,l} - C_{p,s}) + D(T)L.$$  

(3)

Note that, the heat capacity increases notably in the mushy region due to the latent heat contribution as seen in figure 3c. Temperature-dependent thermal conductivity and density are defined analogously like the heat capacity without latent heat contribution term.

In numerical point of view, the choice of the temperature transition range $\Delta T$ requires careful consideration. The

### NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_m$</td>
<td>mushy zone coefficient</td>
<td>$\text{kg m}^{-3}\text{s}^{-1}$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat capacity at constant pressure</td>
<td>$\text{Jkg}^{-1}\text{K}^{-1}$</td>
</tr>
<tr>
<td>$D$</td>
<td>Gaussian distribution</td>
<td>-</td>
</tr>
<tr>
<td>$F$</td>
<td>volumetric force on fluid</td>
<td>$\text{N m}^{-3}$</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
<td>$\text{ms}^{-2}$</td>
</tr>
<tr>
<td>$H$</td>
<td>domain length</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$k$</td>
<td>thermal conductivity</td>
<td>$\text{W m}^{-1}\text{K}^{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>latent heat / heat of fusion</td>
<td>$\text{Jkg}^{-1}$</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
<td>$\text{Pa}$</td>
</tr>
<tr>
<td>$R$</td>
<td>radius</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$r$</td>
<td>radial coordinate</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
<td>$\text{K}$</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>phase transition temperature range</td>
<td>$\text{K}$</td>
</tr>
<tr>
<td>$T_m$</td>
<td>melting temperature</td>
<td>$\text{K}$</td>
</tr>
<tr>
<td>$T_R$</td>
<td>wall temperature</td>
<td>$\text{K}$</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
<td>$\text{s}$</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity</td>
<td>$\text{ms}^{-1}$</td>
</tr>
<tr>
<td>$u_0$</td>
<td>characteristic velocity</td>
<td>$\text{ms}^{-1}$</td>
</tr>
<tr>
<td>$x$</td>
<td>x-coordinate</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$y$</td>
<td>y-coordinate</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$z$</td>
<td>z-coordinate</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>thermal diffusivity</td>
<td>$\text{m}^2\text{s}^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>thermal expansion coefficient</td>
<td>$\text{K}^{-1}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Carman-Kozeny constant</td>
<td>-</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
<td>$\text{Pas}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
<td>$\text{m}^2\text{s}^{-1}$</td>
</tr>
<tr>
<td>$\Phi_e$</td>
<td>dissipation function</td>
<td>$\text{s}^{-2}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
<td>$\text{kg m}^{-3}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>melt fraction</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Br}$</td>
<td>Brinkman number</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Gr}$</td>
<td>Grashof number</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Pr}$</td>
<td>Prandtl number</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Ra}$</td>
<td>Rayleigh number</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Re}$</td>
<td>Reynolds number</td>
<td>-</td>
</tr>
</tbody>
</table>

**Super- and subscripts**

| $l$ | liquid |  |
| $ref$ | reference quantity |  |
| $s$ | solid |  |
| $\sim$ | dimensionless quantity |  |

| $\rho$ | 910 | 769 |
| $k$ | 0.423 | 0.146 |
| $C_p$ | 1926 | 2400 |
| $\beta$ | - | 8.161 $\times 10^{-4}$ |
| $T_m$ | 36.4 | - |
| $L$ | 248000 | - |

Table 1. Properties of n-eicosane
sharp gradients of the modified heat capacity may lead to convergence issues if $\Delta T$ is small (i.e. $\approx 0.1$ K) and the mesh resolution at the interface does not cover the imposed range. A small $\Delta T$ means greater accuracy coming with greater computational effort. A qualitative initial choice in the range of 5 K may be used (Murray and Groulx, 2011). A reasonable trade-off between accuracy and computational effort in the test-cases of the present study is the chosen value of 2 K. The work is carried out with the commercial tool COMSOL Multiphysics™ which offers a suitable user-input environment for implementing the enthalpy-porosity method.

3.2 Governing Equations

The governing equations to describe the physics include the laminar Navier-Stokes equations, the continuity equation and the energy conservation equation. Here the set of equations for a successful implementation in COMSOL Multiphysics™ is presented.

3.2.1 Continuity equation

The continuity equation assuming constant density is defined as follows

$$\nabla \cdot \mathbf{u} = 0. \quad (4)$$

3.2.2 Momentum equation

The incompressible momentum equation assumes constant density yielding

$$\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nabla \cdot (\mu(T) \nabla \mathbf{u}) + S(T) \mathbf{u} + \mathbf{F}, \quad (5)$$

where $S(T) \mathbf{u}$ is an additional modeling term to account for the flow within the mushy zone. Its component $S(T)$ is described by the Carman-Kozeny equation as

$$S(T) = A_m \left(1 - \theta(T)\right)^2 \frac{1}{\theta(T)^3 + \varepsilon}, \quad (6)$$

with the modeling constants $A_m = 10^6$ kg m$^{-3}$ s$^{-1}$ and $\varepsilon = 10^{-3}$ (Samara et al., 2012; Kheirabadi and Groulx, 2015). The function $S(T)$ forms a sink-term in the momentum equation. For the solid fraction, the momentum equation (5) shall return the trivial $\mathbf{u} = 0$ solution to ensure immobility. As illustrated in figure 3d, the $S(T)$ affects the solid fraction as well as the solid-dominated part of the mushy zone ($T < T_m$). The modeling term $S(T)$ overrides every other terms in the momentum equation in the solid region. To achieve convergence in the model, however, it is recommended to additionally modify the viscosity (Kheirabadi and Groulx, 2015) in COMSOL Multiphysics™ as below

$$\mu(T) = \mu_l (1 + S(T)), \quad (7)$$

with the empirical viscosity-temperature relation (Muhammad et al., 2015) for $n$-eicosane,

$$\mu_l = (9 \times 10^{-4} T^2 - 0.6529 T + 119.94) \times 10^{-3}. \quad (8)$$

where $T$ is given in [K] and the dynamic viscosity $\mu_l$ in [Pa s]. Consequently the dissipation term in the momentum equation overrides the other terms within the solid regime. That way it is guaranteed that flow is induced only in the liquid fraction within the computational domain despite of solving the momentum equation for both solid and liquid fraction. The force term accounting for gravity and natural convection is given by the Boussinesq approximation. This is implemented as (Bird et al., 2007),

$$\mathbf{F} = \rho_l (1 - \beta(T - T_m)) \mathbf{g}. \quad (9)$$

3.2.3 Energy equation

The energy equation in terms of the temperature distribution $T$ is defined by

$$\rho(T) C_p(T) \frac{\partial T}{\partial t} + \rho(T) C_p(T) \mathbf{u} \cdot \nabla T = \nabla \cdot (k(T) \nabla T). \quad (10)$$

3.3 Mesh

The mesh for the test-case geometry is a mapped mesh with 40000 quadrilateral elements. The mesh is strategically refined towards the heated right boundary and on the top boundary to tackle potential complications with no-slip walls during early stages of melting when the velocities within the fluid fraction are close to zero.

On a high-performance cluster with 16 CPUs and 94 GB RAM the computational runtime amounts to approximately 7.5 hours for a simulation time of $t = 1000$s. To ensure convergence it is recommended to use a fully coupled direct solver configured for the Newton nonlinear method.

4 Results

The results for all test cases are summarized in figure 4. It appears that the melt fraction has a strong dependence on temperature, indicating that the natural convection plays an important role. To quantify the importance of natural convection the non-dimensional forms of the governing equations for non-isothermal flow are investigated. A temperature-independent liquid viscosity of $\mu_l = 0.008$ Pa s (Kheirabadi and Groulx, 2015) in the simulation and the following non-dimensional variables are used (Bird et al., 2007)

$$\tilde{x} = \frac{x}{H}, \quad \tilde{y} = \frac{y}{H}, \quad \tilde{p} = \frac{P - P_{ref}}{\rho u_0^2},$$

$$\tilde{t} = \frac{u_0 t}{H}, \quad \tilde{u} = \frac{u}{u_0}, \quad \tilde{T} = \frac{T - T_{ref}}{T_R - T_{ref}}$$

$$\tilde{\Phi_v} = \left(\frac{H}{u_0}\right)^2 \Phi_v, \quad \tilde{\nabla} = H \nabla \frac{D}{Dt} = \left(\frac{H}{u_0}\right) \frac{D}{Dt}. $$
Temperature $T$ [°C]

Melt Fraction $\theta (T)$

<table>
<thead>
<tr>
<th></th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{m}$</td>
<td>35.4</td>
<td>36.4</td>
<td>37.4</td>
</tr>
</tbody>
</table>

$T_\text{m} \pm \frac{1}{2} \Delta T$

(a) Melt fraction function $\theta (T)$, implemented as piecewise (b) Gaussian distribution function $D(T)$, shown for different $\Delta T$'s.

Gaussian Distribution $D(T)$

<table>
<thead>
<tr>
<th></th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{m}$</td>
<td>34.9</td>
<td>35.4</td>
<td>36.4</td>
</tr>
</tbody>
</table>

$\Delta T = 2 \text{ K}$

$\Delta T = 3 \text{ K}$

(b) Gaussian distribution function $D(T)$, shown for different $\Delta T$'s.

Heat Capacity $C_P(T)$ [J/(kgK)]

<table>
<thead>
<tr>
<th></th>
<th>1926</th>
<th>2400</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{m}$</td>
<td>35.4</td>
<td>36.4</td>
</tr>
</tbody>
</table>

$C_{p,l}$

$C_{p,s}$

$\Delta T$

$D(T) \ L$

(c) Heat capacity function $C_P(T)$, rising up to a maximum $D(T) \ L = 272000 \ Jkg^{-1}K^{-1}$.

Carman-Kozeny Function $S(T)$

Mushy Zone

<table>
<thead>
<tr>
<th></th>
<th>0.0e+00</th>
<th>4e+08</th>
<th>8e+08</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{m}$</td>
<td>35.4</td>
<td>36.4</td>
<td>37.4</td>
</tr>
</tbody>
</table>

$T_\text{m} \pm \frac{1}{2} \Delta T$

<table>
<thead>
<tr>
<th></th>
<th>0.0e+00</th>
<th>4e+08</th>
<th>8e+08</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{m} \pm \frac{1}{2} \Delta T$</td>
<td>35.4</td>
<td>36.4</td>
<td>37.4</td>
</tr>
</tbody>
</table>

(d) Carman-Kozeny function to model the sink-term and viscosity of the solid fraction.

Figure 3. Temperature-dependent modeling functions as presented by (Kheirabadi and Groulx, 2015) for the chosen PCM $n$-eicosane.
with \( u_0 = v/H \) being the characteristic velocity. Thus the continuity equation yields

\[ \tilde{\nabla} \cdot \tilde{u} = 0. \]

The momentum equation is expressed in terms of the total derivative and contains two dimensionless groups

\[ \frac{D\tilde{u}}{Dt} = -\tilde{\nabla} \tilde{p} + \left[ \frac{\mu}{\rho u_0 H} \right] \tilde{\nabla}^2 \tilde{u} - \left[ \frac{g \beta (T_R - T_m) H}{u_0^2} \right] \left( \frac{g}{g^*} \right) (\tilde{T} - \tilde{T}_m), \]

whereas the energy equation features a dissipation term and writes

\[ \frac{D\tilde{T}}{Dt} = \left[ \frac{k}{\rho u_0 H C_p} \right] \tilde{\nabla}^2 \tilde{T} + \left[ \frac{\mu u_0}{\rho H C_p (T_R - T_m)} \right] \tilde{\Phi}_v. \]

The values of the four dimensionless groups for the present test-case are summarized in table 2 with the following relevant dimensionless numbers

- **Brinkman** \( Br = \frac{\mu u_0^2}{k \Delta T} \)
- **Grashof** \( Gr = \frac{g \beta \Delta T H^3}{\nu^2} \)
- **Prandtl** \( Pr = \frac{\nu}{\alpha} \)
- **Rayleigh** \( Ra = \frac{g \beta \Delta T H^3}{\alpha \nu} = GrPr \)
- **Reynolds** \( Re = \frac{\rho u_0 H}{\mu} \)

As can be seen from the evaluation the sharpest increase with temperature is the buoyancy term in the momentum equation. Comparing with the simulation results in figure 4, it is safe to assume that natural convection can be neglected for \( Gr/Re^2 < 266 \) which reduces the model complexity substantially as the energy equation alone is sufficient to investigate the phase change without CFD coupling.

### 4.1 Validation

The implemented model is validated using experimental data of (Jones et al., 2006). Their experimental setup with \( n \)-eicosane in a cylindrical enclosure as illustrated in figure 5 with the wall temperature \( T_R = 45 \, ^\circ C \) and simulation time \( t = 18000 \, s \). Additionally we set a subcooling wall at the bottom with \( T_B = 32 \, ^\circ C \) with the effect that a part of the enclosure shall remain solid according to (Jones et al., 2006).

![Figure 5. 2D axisymmetric geometry for experimental validation](https://doi.org/10.3384/ecp18153103)

The computational cost on the same high-performance cluster increases for the validation case to approximately 25 hours.

![Figure 6. Melt fraction at \( t = 6964 \, s \) with temperature labels.](https://doi.org/10.3384/ecp18153103)

The evolution of the melting front show reasonably good agreement with the experimental results as shown in figure 7.

### 4.2 Discussion

The dimensionless estimation of the terms as indicated in table 2 can be of useful guidance when setting up a phase change related model. In fact, for low Gr and Ra numbers, the model might deliver acceptable results solving the energy equation only. Low Gr and Ra numbers are achieved when the temperature difference \( T_R - T_m \) has approximately the same order of magnitude as the phase transition temperature range \( \Delta T \). The analysis with dimensionless numbers presented here targets the liquid fraction only. Within the mushy zone a different behavior can be expected, i.e. the dissipation term in the energy equation will override the other terms due to a sharp increase in vis-
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cost due to the Carman-Kozeny porosity function $S(T)$ as seen in equation (7).

Nonetheless, the modeling approach can seamlessly be adapted to other materials. The validation case shows reasonably good agreement between simulation and experimental results. The deviations can be explained by uncertainties in the retrieval of experimental data (Jones et al., 2006) and in the choice of modeling parameters, e.g. $\Delta T$. Smearing out the phase transition over a temperature range $\Delta T$ is questionable in terms of physical accuracy as its purpose and necessity is the handling of numerical singularities. Further points to consider for model improvement include:

- mesh independence study
- quantification of viscous dissipation in the mushy zone
- volumetric expansion during melting
- aging of the material.

5 Conclusion

This work provides a modeling guideline for computing phase change phenomena on a stationary grid, coupling heat transfer and fluid dynamics. From the results it can be seen that the increasing influence of natural convection also increases to the amount of molten material. While the dimensionless estimation delivers reliable reference values for an estimation, the simulation provides visuals to spot further design improvements. Of particular interest are the local (grid) Gr resp. Ra numbers which indicate the exact region of influence within the geometry.

The presented model for the implementation of phase change phenomena in COMSOL Multiphysics™ is numerically stable and physically accurate enough to facilitate the design of latent heat storage systems.

Table 2. Dimensionless groups in non-isothermal flow equations

<table>
<thead>
<tr>
<th>Dimensionless group</th>
<th>$T_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40 °C</td>
</tr>
<tr>
<td>$\frac{\mu}{u_0\rho H}$</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{g\beta(T_R - T_m)H}{u_0^2}$</td>
<td>$\frac{Gr}{Re^2}$</td>
</tr>
<tr>
<td>$\frac{k}{u_0\rho HC_p}$</td>
<td>$\frac{1}{RePr}$</td>
</tr>
<tr>
<td>$\frac{\mu u_0}{\rho HC_p(T_R - T_m)}$</td>
<td>$\frac{Br}{RePr}$</td>
</tr>
</tbody>
</table>
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Figure 4. Simulation result of the grid Grashof number with white isoline tracking the melting front. As expected from the computed values in table 2, Gr increases strongly with temperature. Due to the constant viscosity $\mu$ and thermal diffusivity $\alpha$ the Gr number is directly linked to Rayleigh number by a scaling factor of $1/\Pr = \alpha\rho_l/\mu_l$. Thus, values of Gr can be used as reference to measure the intensity of buoyancy resp. driving force of natural convection. The simulation results visualize the main regions of influence of the convective flow; for $T_K = 40^\circ C$ the front moves parallel away from the heated boundary insinuating no contribution from the momentum equation. On the other extreme, the $T_K = 70^\circ C$ case clearly shows how the phase interface bends under influence of convection.
(a) Interface location at $t = 2164$ s.

(b) Interface location at $t = 6964$ s.

(c) Interface location at $t = 11524$ s.

**Figure 7.** Comparison of simulation results with experimental data (Jones et al., 2006).
Shock propagation and diffraction through cavity
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Abstract

This work presents a numerical analysis of a planar moving shock wave with Mach number \( M_s = 1.3 \), travelling through a square cavity geometry with rigid boundaries. A high-order artificial viscosity based Discontinuous Spectral Element Method (DSEM) is used for this purpose. The explicit numerical scheme utilizes entropy generation based transport coefficients to solve the conservative form of the viscous compressible fluid flow equations. Numerical prediction of the shock propagation and diffraction is found to be in excellent agreement with the experimental results of the literature. The stable numerical scheme resolves the detail of the complex flow dynamics for varying reference Reynolds number (Re\(_f\)). The range of values of the artificial coefficients and the relative contribution of the components of the artificial energy dissipation rate are investigated and compared for different cases. Artificial energy dissipation is less for low Re\(_f\). The dilatational dissipation dominates over other components till the incident shock wave resides in the flow domain.

Keywords: shock propagation, shock diffraction, shock reflection, DSEM, artificial viscosity

1 Introduction

Shock/Blast wave mitigation is an important research domain for disaster management. Shock wave propagation through solid structures are associated with complex shock-shock/shock-vortex/shock-boundary layer interactions. Understanding the fundamental features of shock wave propagation and diffraction is important for design of suitable mechanism for shock wave/blast wave attenuation. Attenuation can be achieved by various means, e.g. utilising solid obstacles, foams, textiles, porous materials, granular filters, metallic grids, perforated plates, branched/bend duct, duct with rough walls, etc. Investigation related to shock/blast wave interaction with various configurations is consequently remaining as an active research field.

Apart from the experimental measurements, numerical approach can predict much more detailed flow evolution of such applications. Igra et al. summarizes both experimental and numerical works for many of these approaches (Igra et al., 2013). A detailed computational study of shock wave attenuation through solid obstacles are presented in (Chaudhuri et al., 2013). Application of abrupt changes in tunnel geometry is shown in (Igra et al., 1998, 2001). Most of the numerical simulations of shock diffraction problems of literature relied on inviscid simulations. However, viscous interactions become significant for shock-boundary layer/boundary layer-shear layer interactions and for long term shock-vortex dynamics. For example, the classical shock diffraction over 90° sharp corner requires the consideration of no-slip walls in numerical approach to predict the secondary vortex and long-time evolution of flow dynamics (Sun and Takayama, 2003; Skews et al., 2012; Law et al., 2014; Chaudhuri and Jacobs, 2017).

It is desirable to use high-order numerical schemes together with stable shock capturing property to resolve the shocked flow dynamics. Numerical studies exploiting high-order schemes successfully reveal the general wave characteristics and complex flow dynamics of various phenomena associated with shock wave interaction with rigid bodies/boundaries like shock diffraction, reflection, focusing etc. (Chaudhuri et al., 2012; Glazer et al., 2011; Shadloo et al., 2014; Soni et al., 2017). The present work is aimed to perform viscous simulations and detailed analysis of shock propagation through the cavity like geometries/bend duct with cavities. A numerical analysis of a planar shock (\( M_s = 1.3 \)) travelling through a two dimensional square cavity is carried out. A high-order artificial viscosity based DSEM is used for this purpose (Chaudhuri et al., 2017). A particular focus on the estimation of entropy generation based artificial viscosity coefficients and artificial viscous energy dissipation for various flow Reynolds number has been made.

The paper is organized as follows. A brief description of the governing equations is given in section 2. The overall numerical approach is presented in section 3. In section 4, the problem setup for the present study is illustrated. Comparison of the findings with experimental results and flow analysis are discussed in section 5. Finally, conclusions are drawn in section 6.

2 Governing equations

Shock wave propagation through a gaseous medium is governed by the compressible Navier-Stokes (NS) system of equations. The non-dimensional form of the governing equations with artificial transfer coefficients is given by,

\[
\frac{\partial \mathbf{Q}}{\partial t} + \nabla \cdot \mathbf{F}_a(\mathbf{Q}) - \frac{1}{Re_f} \nabla \cdot \mathbf{S}_v(\mathbf{Q}) = 0, \tag{1}
\]
\[
\mathbf{Q} = \begin{pmatrix} \rho \\ \rho \mathbf{v} \\ \rho E_t \end{pmatrix}, \quad \mathcal{F}^a(\mathbf{Q}) = \begin{pmatrix} \rho \mathbf{v} \\ \rho \mathbf{v} \cdot \mathbf{v} + \rho \delta \\ (\rho E_t + \rho \delta) \mathbf{v} \end{pmatrix},
\]
\[
\mathcal{F}^v(\mathbf{Q}) = \begin{pmatrix} 0 \\ \frac{\kappa_{\text{eff}}}{(\gamma - 1) M_f^2 \rho_{\text{ref}}} \nabla^T \end{pmatrix},
\]

where \( \mathbf{Q} \) is the conservative solution vector, \( \mathcal{F}^a \) and \( \mathcal{F}^v \) are the inviscid and viscous flux respectively. \( \rho \) is the density, \( \mathbf{v} \) is the velocity vector, and \( E_t \) is the total internal energy. \( p \) is the static pressure and \( T \) is the temperature. \( \gamma \) is the ratio of specific heats. \( \delta \) is the Kronecker delta tensor. Here, \( M_f, \text{Re}_f \) and \( \text{Pr}_f \) are the reference Mach number, Reynolds number, and Prandtl number, respectively.

Assuming Stokes’ hypothesis with zero bulk viscosity the viscous shear stress tensor can be written as,

\[
\tau = 2\mu_{\text{eff}} \mathbf{S} - \frac{2}{3} \mu_{\text{eff}} (\nabla \cdot \mathbf{v}) \delta,
\]

where \( \mu_{\text{eff}} = \mu_h \text{Re}_f + \mu \) is the effective dynamic viscosity and \( \mathbf{S} = \frac{1}{2} \left[ (\nabla \mathbf{v})^T + \nabla \mathbf{v} \right] \) is the symmetric part of the velocity gradient tensor. The superscript “\( \mathbf{T} \)” designate a transpose. Similarly, \( \kappa_{\text{eff}} = \kappa_h \text{Re}_f + \kappa \) is the effective thermal conductivity. Note that, \( \mu_h \) and \( \kappa_h \) are yet to be determined artificial transfer coefficients.

For NS system of equations \( \mu = \kappa = 1 \). In this study, \( \gamma = 1.4, M_f = 1 \) and \( \text{Pr}_f = 0.72 \) are prescribed. The ideal gas equation of state, \( p = \rho T/\gamma M_f^2 \), closes Eqn. 1.

### 3 Numerical approach

The staggered Chebyshev collocation method is used to approximate the compressible NS system of equations with explicit time marching algorithms. In the nodal collocation formulation of the DSEM, the physical domain is subdivided with hexahedral physical elements. Each physical element is then mapped to a unit cubic computational element in the computational domain by an isoparametric transformation. The solution vector is collocated at the Chebyshev-Gauss quadrature points while the fluxes are collocated at the Chebyshev-Lobatto quadrature points. The detail of the discretization procedure can be found in (Kopriva, 1998; Jacobs et al., 2005).

The numerical scheme utilizes entropy generation based artificial transport coefficients to address Gibb’s oscillation. Artificial viscosity coefficients are scaled with viscous and thermal entropy generation terms of the entropy transport equation. A shock sensor based switch is used to optimize the artificial coefficients. Also, the upper bound of artificial coefficients ensures that the inviscid time step remains smaller than the viscous time step. The basic idea of an artificial viscosity method is to explicitly add even-order dissipation term to stabilize the scheme. However, artificial viscosity methods require arbitrary model constants as flow-dependent tuning parameters for the optimal solution. A brief description of the method of calculation of the artificial viscosity coefficients is presented here again for better clarity. The artificial momentum and thermal conductivity are linked with the viscous and conductive, entropy generating terms \( \Phi \) and \( \Gamma \) respectively. In non dimensional form this yields the following expression for the artificial viscosity coefficients: (Spurk and Aksel, 2008)

\[
\mu_h = C_{\mu} \frac{\rho (\Delta h)^2}{||p \cdot s - \overline{p} \cdot s||_\infty} \left[ \frac{1}{\text{Pr}_{\text{f},(\gamma - 1)M_f^2}} \right],
\]

and

\[
\kappa_h = C_{\kappa} \frac{\rho (\Delta h)^2}{||p \cdot s - \overline{p} \cdot s||_\infty} \left[ \frac{1}{\text{Pr}_{\text{f},(\gamma - 1)M_f^2}} \right],
\]

where \( C_{\mu} \) and \( C_{\kappa} \) are model parameters, \( \Delta h \) is the mesh size, \( \rho = \gamma p - 1/M_f^2 \text{ln} \left( \frac{p}{p_0^\gamma} \right) \) and \( \overline{p} \cdot s \) is the spatial average of \( \rho \). Here \( ||p \cdot s - \overline{p} \cdot s||_\infty \) is the globally computed supremum based on the global average entropy. The artificial viscosity coefficients defined above ensure the positivity (thus dissipative behavior) and \( \mu_h \) and \( \kappa_h \) scale with the grid spacing and vanish as \( \Delta h \to 0 \).

A shock sensor \( \theta \) (Ducros et al., 1999) is used to control the artificial viscosity coefficients as \( \mu_h \theta \mathcal{H}(\nabla \cdot \mathbf{v}), \) and \( \kappa_h \theta \). This in turn reduces the dissipation in rotation-dominated regions. The purpose of the Heaviside function \( \mathcal{H}(\nabla \cdot \mathbf{v}) \) is to ensure that the dissipation is small in regions of isentropic expansion fans and contact discontinuities. The coefficients are controlled so that the inviscid time step \( \Delta t_{\text{inv}} = \text{CFL}_{\text{inv}}/\theta (\nabla \cdot \mathbf{v}) \), is smaller than the viscous time step. Here, \( \text{CFL}_{\text{inv}} \) is the corresponding CFL number for the inviscid time step. The upper limit of the artificial coefficient becomes \( \mu_h,m = C_{m,n} \Delta t_{\text{inv}} (\nabla \cdot \mathbf{v}) + \sqrt{T} \), where \( C_{m,n} \propto \text{CFL}_{\text{vis}}/\text{CFL}_{\text{inv}} \) represents another model parameter for the upper bound of \( \mu_h \). Note that, \( \kappa_h \) is also bounded by the \( \mu_h,m \). The complete description of the scheme is reported in (Chaudhuri et al., 2017).

### 4 Problem setup

The geometry of the cavity flow configuration is taken similar to that presented in the experimental and the inviscid

![Figure 1. Schematic description of the cavity.](image-url)
5 Results and Discussion

In subsection 5.1, first a discussion the flow evolution associated with the shock propagation and diffraction through the cavity geometry will be given. The analysis of artificial viscosity based DSEM methodology in light of the artificial dissipation will be given in the following subsection 5.2. Simulations are carried out with varying Re, namely $10^6$, $10^7$, and $10^4$. The same mesh in all cases has been used.

5.1 General flow evolution

Figure 2 shows the density contours for Re = $10^6$ at different time instants. The incident shock (IS) is first gets diffracted in the left corner of the cavity. Subsequently, the corner primary vortex and shear layer instability evolves while incident shock propagates further downstream. The primary vortex grows and moves away from the corner of the cavity. The secondary vortices arising due to viscous effects on the no-slip wall, interact with shear layer and influence in the evolution of the unstable shear layer. This secondary vortex interaction is similar in nature to those reported for classical $M_s = 1.5$ flow over 90° diffraction corner, see e.g. (Sun and Takayama, 2003; Skews et al., 2012; Law et al., 2014; Chaudhuri and Jacobs, 2017). The incident shock further gets diffracted in the right corner of the cavity and produces the reflected wave which rebounds back and forth in the cavity section and intensely perturbs the growing primary vortex and the shear layer. Several transverse waves arise from the multiple reflections/diffractions within the cavity and the top wall of the flow configuration. The incident shock leaves the domain at $t \approx 2.1$. Note that, the present viscous simulations capture the viscous effects of no-slip boundary interaction, together with the complex shock dynamics. To resolve these, refined elements are generated using standard stretching functions (Chung, 2010) near the wall regions. Artificial viscosity based DSEM scheme is capable of resolving all the features of the complex flow dynamics.

Figure 3a shows the evolution of the pressure profile along the flow direction at $y = 0.5$. The initial pressure jump associated with $M_s = 1.3$ is $P_2/P_1 = 1.805$. Incident shock propagates with inviscid speed while leaving the domain boundary with a little lower intensity of $P/P_1 \approx 1.68$. The
propagation and diffraction through the cavity geometry exhibit an attenuation effect. Flow quantities are recorded at a probe location situated at the middle of the bottom wall of the cavity. Figures 3b and 3c show the pressure and density evolution at this probe location. The signature of the reflected waves passing through this probe is clearly seen in this figure. The signals show the incident shock and several reflected shocks (RS’s). The RS1 from the right wall of the cavity bounces between the cavity walls and produces the subsequent RS’s. The pressure peaks agree very well with the experimental and the inviscid numerical work of (Igra et al., 1996; Igra and Igra, 2016). Note that, this shock dynamics remains essentially similar irrespective of the Re\(_f\). This is expected, as the shock dynamics is very fast compare to the slow viscous effects. Only little variations are observed once the incident shock is out of the domain. The overall shock dynamics are found to be in excellent agreement with the experimental (Igra et al., 1996) results (see Figure 4). Based on reference length \(L_d = 60\)mm, the Re\(_f\) for the experimental setup of (Igra et al., 1996) lies in the range of 10\(^6\). Figure 4 clearly depicts that the experimental shadowgraph is essentially similar to the numerical Schlieren pictures. The resemblance is most for Re\(_f = 10^6\). For lower Re\(_f\) viscous effects stabilize the shear layer and the secondary vortex interaction is less dramatic compared to the cases with higher Re\(_f\). Evidently, the shock structures are much thicker for Re\(_f = 10^4\).

5.2 Artificial dissipation of DSEM

In the artificial viscosity based DSEM formulation \(\mu_h\) and \(\kappa_h\) are calculated explicitly (see section 3). These are designed to achieve optimal dissipation in shock dominated regions of the flow-field by the use of a shock sensor and the Heaviside function (see section 3). Figure 5 shows that the range of values of \(\mu_h\) (see left column) remains similar in all cases. The contribution of \(\mu_h\) and \(\kappa_h\) predominantly lie in the regions with shocks/shocklets. The contours are in accordance with the shock structure of the flow-field. For higher Re\(_f\), one can notice shock thicknesses are much less (in accordance with Figure 4). The contours of the local mesh Reynolds number, Re\(_h\) (defined as Re\(_h = \Delta h | \rho v | Re_f \)) are also shown in Figure 5. Note that, here the mesh remains the same for three cases. These contours look very similar in nature with expected difference in order of magnitude. For Re\(_f = 10^6\), the Re\(_h \lesssim 2800\), for Re\(_f = 10^5\), the Re\(_h \lesssim 280\) and for Re\(_f = 10^4\), the Re\(_h \lesssim 26\). As mentioned in (Chaudhuri et al., 2017; Chaudhuri and Jacobs, 2017), the inverse of the \(\mu_h\) is a measure of the local effective Reynolds number. In previous studies, it is observed that, for high Re\(_f\) the maximum of the added artificial viscosity lies in the order of the inverse of the local Re\(_h\). This is being illustrated in the contours of \(\mu_h, Re_h\) in Figure 5. For cases with lower Re\(_f\) the maximum of the \(\mu_h, Re_h\) gets reduced. This clearly depicts the fact that the added dissipation is optimal in all cases. The relative contribution of artificial dissipation is less for low Re\(_f\). Note that the range of values of \(\kappa_h\) always remains smaller than \(\mu_h\) (not shown). The artificial viscosity based DSEM is thus capable of adding a controllable amount of dissipation for capturing shocks and yields stable solutions.

A further investigation of the components of the artificial energy dissipation rate associated with the transport equation of the instantaneous kinetic energy. The energy dissipation rate \(\varepsilon\) associated with \(\mu_h\) consists of rotational \(\varepsilon_r\), non-homogeneous \(\varepsilon_{nh}\) and dilatation dissipations \(\varepsilon_d\) as:

\[
\varepsilon = \varepsilon_r + \varepsilon_{nh} + \varepsilon_d. \tag{4}
\]

\[\text{Figure 3. (a): Pressure evolution for Re}_f = 10^6 \text{ at } y = 0.5, \text{ (b) and (c): probe signals for different cases.}\]

\[\text{Figure 4. Comparison of experimental Shadowgraph (Igra et al., 1996) with numerical Schlieren at } t = 1.9.\]
\[
\phi = \mu_h \Omega, \quad \mu_{bh} = 2\mu_h \left[ (\nabla v)^T \nabla v - (\nabla \cdot v)^2 \right], \quad \phi_d = \frac{4}{3} \mu_h (\nabla \cdot v)^2.
\]

where, \( \phi_t = \mu_h \Omega \), \( \mu_{bh} = 2\mu_h \left[ (\nabla v)^T \nabla v - (\nabla \cdot v)^2 \right] \), and \( \phi_d = \frac{4}{3} \mu_h (\nabla \cdot v)^2 \). Here, \( \Omega \) is the enstrophy. Figure 6 shows the area-weighted (entire domain) dissipation rates as a function of time. For any property \( \phi \), the area weighting is defined as \( \langle \phi \rangle = \int \phi dA \int dA \). It can be seen that \( \langle \phi \rangle \) is lower for lower \( Re_f \). Each contributing term follows the same behavior. Clearly, the dominant contributing term for total kinetic energy dissipation rate is \( \phi_t \) till the incident shock remains in the flow domain i.e., \( t \leq 2.1 \). Evidently, the component terms become comparable for \( t > 2.1 \) (see Figure 7 for different \( Re_f \)). One can notice that the, \( \langle \mu_{bh} \rangle \) becomes significant in all cases \( \approx 30\% - 50\% \). On the other hand, \( \phi_d \) remains \( \leq 20\% \) in all cases. Note that, the values of \( \langle \phi \rangle \) remain typically two-order of magnitude lower than the pressure dilatational term as found in (Chaudhuri and Jacobs, 2017).

6 Conclusions

In this work a study of shock propagation and diffraction of a planar shock (\( M_s = 1.3 \)) travelling through a square cavity is performed. The geometry is taken similar to a previous literature. An artificial viscosity based DSEM is used for this purpose. The findings can be summarized as:

- The study with 50,000 P3 (fourth order) elements resolved all flow features well. The results are in excellent agreement with experimental results of literature. Accounting the viscous effects, the boundary and shear layer interaction with shock wave is well predicted by the present simulations. The pressure signal at the mid location of the bottom wall of the cavity shows multiple shock reflections on the cavity walls. The signals are similar irrespective of \( Re_f \). The pressure peaks agree very well with (Igra et al., 1996) and the recent work (Igra and Igra, 2016).

- Estimation of artificial viscosity coefficients for various \( Re_f \) reveals the consistency of the entropy generation based formulation. The time evolutions of area weighted average quantities of the components of the artificial energy dissipation rate are in accordance of the shocked flow physics.

Dissipations dictated by entropy generation in the pre-
sent artificial viscosity based methodology in a way account the effects of turbulence models. In the future, studies with 3D Large eddy simulations will be performed for further, deeper analysis related to the role of the artificial viscosity coefficients.
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Abstract
This study deals with a simulator-based comparison of different state estimators of an anaerobic digestion process. A simulated biogas reactor based on the AM2 model is considered. Extended Kalman Filter, Unscented Kalman Filter, Particle Filter and Moving Horizon Estimator are four state estimators studied. The investigation is on both states and parameters estimation. The maximum number of parameters can be estimated equals the number of the measurement.
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1 Introduction
Anaerobic digestion (AD) is a biological process to produce biogas consisting of methane and carbon dioxide in the absence of oxygen. There are several biogas models to represent the behaviour of the AD reactor. In this study, the Anaerobic Digestion Model number 2 (AM2) (Bernard, et al., 2001; Dochain, 2008) with 6 states and 13 parameters is applied. The model is implemented in MATLAB.

The main goal of this study is states and parameters estimation for a simulated AD reactor based on the AM2 model. Estimation of states and parameters is useful for monitoring and control purposes. Four states estimation methods consisting of Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), Particle Filter (PF) and Moving Horizon Estimator (MHE) are considered.

State estimation for large-scale wastewater treatment plants is studied in (Busch, et al., 2013). UKF state estimation is surveyed for a biogas reactor (Haugen, et al., 2014). A state estimator is developed using a calibrated simulation model of a full-scale biogas plant, which is based on the Anaerobic Digestion Model N0.1. (Gaida, et al., 2012). A number of software sensor design methods, including extended Kalman filters, receding-horizon observers is studied in (Bogaerts & Vande Wouwer, 2003).

The outline of the article is as follows Section 2 includes the process description and the AM2 model equations and observability analysis method. Section 3 explains about state estimation consists of four methods and comparison their results. Parameter estimation are described in Section 4 regarding different number of measurement for estimating both environmental parameters and model parameters. Section 5 presents and discusses about the simulation results. Conclusions are given in Section 6, and future work is suggested in Section 7.

2 Materials and methods

2.1 Process description
The biogas reactor model applied in this article is the AM2 model with parameter values as presented in (Bernard, et al., 2001). The reactor has the form of a cylindrical tank with effective volume of 948 litres. The temperature of reactor will be constant due to a temperature control system.

2.2 Mathematical model
The mathematical model which is the basis of this simulator, is generated from mainly mass balance and bacterial kinetics equations. Moreover, ionic balance, affinity constant, bacterial kinetics, ideal gas law and Henry’s law are considered in the model (Dochain, 2008).

2.2.1 Material balance
In Anaerobic digestion process, organic material is converted by microorganisms in two phases are called acidogenesis and methanization. In the first phase, the acidogenic bacteria ($X_1$) consume the organic substrate ($S_1$) and produce $CO_2$ and volatile fatty acids ($S_2$). In the second phase, the population of methanogenic bacteria ($X_2$) uses produce the methane. Z and C are the total alkalinity and total inorganic carbon, respectively.

Mass balance gives the following differential equations, which constitute a state space model of the AD reactor:

$$\frac{dX_1}{dt} = [\mu_1 - \alpha D]X_1$$

(1)
\[
\frac{dX_2}{dt} = [\mu_2 - \alpha D]X_2 \tag{2}
\]
\[
\frac{dZ}{dt} = D(Z_{\text{in}} - Z) \tag{3}
\]
\[
\frac{dS_1}{dt} = D(S_{1\text{in}} - S_1) - k_1\mu_1 X_1 \tag{4}
\]
\[
\frac{dS_2}{dt} = D(S_{2\text{in}} - S_2) + k_2\mu_1 X_1 - k_3\mu_2 X_2 \tag{5}
\]
\[
\frac{dC}{dt} = D(C_{\text{in}} - C) - q_c + k_4\mu_4 X_1 + k_5\mu_5 X_2 \tag{6}
\]
\[D\] is the dilution rate defined as:
\[D = \frac{F_{\text{feed}}}{V} \tag{7}\]
where \(F_{\text{feed}}\) is the infeed flowrate and \(V\) is the effective volume of medium in the reactor. \(D\) represents a normalized flow. \(Z_{\text{in}}, S_{1\text{in}}, S_{2\text{in}}, C_{\text{in}}\) in (3) - (6) are respectively concentration of the inflow of alkalinity, substrate, VFA and dissolved inorganic carbon.

\(q_c\) represents the flow of inorganic carbon form liquid phase to gas phase is calculated accordance to (8) - (10):
\[q_c = k_L a(C + S_2 - Z - K_H P_C) \tag{8}\]
where \(k_L\) and \(K_H\) are liquid-gas transfer constant and Henry’s constant, respectively. \(P_C\) is partial carbon dioxide pressure and it can be calculated as:
\[
P_C = \frac{\Phi - \sqrt{\Phi^2 - 4K_H P_T(C + S_2 - Z)}}{2K_H} \tag{9}\]
with
\[\Phi = C + S_2 - Z + 2K_H P_T + \frac{k_6}{k_L a} \mu_2 X_2 \tag{10}\]
Methane flow is directly related to the methanogenic rate (\(\mu_2\)):
\[q_m = k_6 \mu_2 X_2 \tag{11}\]
The model equation for the pH is:
\[pH = -\log \left( K_b \frac{C + S_2 - Z}{Z - S_2} \right) \tag{12}\]
where \(K_b\) is an affinity constant.

### 2.2.2 Bacterial kinetics

The models to describe the growth of microorganism are assumed Monod-type and Haldane-type (Dochain, 2008). The growth of acidogenic bacteria, \(\mu_1\), is considered based on Monod type kinetics:
\[\mu_1 = \mu_{1\text{max}} \frac{S_1}{S_1 + K_{S_1}} \tag{13}\]
The growth of methanogenic bacteria, \(\mu_2\), is assumed based on Haldane kinetics:
\[\mu_2 = \mu_{2\text{max}} \frac{S_2}{S_2 + K_{S_2} + \frac{S_2^2}{K_{S_2}}} \tag{14}\]
where \(\mu_{1\text{max}}\) and \(\mu_{2\text{max}}\) are respectively the maximum growth rate of acidogenic biomass and methanogenic biomass.

### 2.3 Observability

The standard method to check the observability of a linear model is used in this study. At first, the AM2 model is linearized and the model coverted to (15):
\[\frac{dx}{dt} = Ax + BD \tag{15}\]
\[y = Cx + ED\]
The observability matrix for (15) is computed according to (16):
\[OB = \begin{bmatrix} C \\
CA \\
CA^2 \\
\vdots \\
CA^{n-1} \end{bmatrix} \tag{16}\]
\(n\) is the number of elements in the state vector. If the rank of the observability matrix is less than \(n\), the system is non-observable, i.e. there are state variables that are non-observable.

### 3 State estimation

#### 3.1 Introduction

In the practical systems, we are not able to measure some of variables which have effects on control and monitoring purpose. To have reliable monitoring and control, we need to estimate these variables as far as possible. A suitable state estimator is essential for this aim. As shown in Figure 1, the state estimation is used in the control system. However, the controller is not described in the present article.

![Figure 1. A state estimator scheme.](https://example.com/figure1.png)

The state vector of the AM2 model is:
\[x = [X_1, X_2, Z, S_1, S_2, C] \tag{17}\]
It is decided to estimate some of parameters such as $S_{1in}$, $S_{2in}$ as the environmental variables and $k_s$ as the model parameter in the parameter estimation section. Four states estimator methods consisting of EKF, UKF, PF (Simon, 2006) and MHE (Boegli, 2014) are implemented based on the AM2 model.

The dilution rate, $D$ is as an input variable, and $q_m$ is considered as process measurement.

$$y = q_m \quad (18)$$

Where $y$ is measurement vector.

The observability of the state vector is tested regarding the standard method of observability analysis and only four state variables are observable.

Initial values of the states for the simulated model are based on a steady state condition and shown in Table 1. Initial value of all state estimators are determined with considering a large initial estimation errors in $X_1, X_2, Z$ to check the convergence rate of the methods. See Table 1.

We need to determine $P$, $Q$ and $R$ which are state estimation error covariance, process noise covariance and measurement noise covariance, respectively. They are computed as:

$$P = \text{diag}(K_P x_{init}^2)$$

$$Q = \text{diag}(K_Q x_{init}^2) \quad (19)$$

$$R = \text{diag}(K_y y_{init}^2)$$

where $x_{init}$ is assumed as an initial values of augmented state vector, $y_{init}$ is an initial values of measurement vector. $K_P$, $K_Q$ and $K_y$ are coefficients equal 0.1, 0.01 and 1 respectively, select by trial and error.

### Table 1. The initial values for the simulated model and the state estimators

<table>
<thead>
<tr>
<th>Initial values ($x_{init}$)</th>
<th>Simulated model</th>
<th>State estimators</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{1init}$</td>
<td>0.39</td>
<td>1.39</td>
<td>g/L</td>
</tr>
<tr>
<td>$X_{2init}$</td>
<td>0.85</td>
<td>1.85</td>
<td>g/L</td>
</tr>
<tr>
<td>$Z_{init}$</td>
<td>62.2</td>
<td>72.2</td>
<td>mmol/L</td>
</tr>
<tr>
<td>$S_{1init}$</td>
<td>1.17</td>
<td>3.17</td>
<td>g/L</td>
</tr>
<tr>
<td>$S_{2init}$</td>
<td>2.78</td>
<td>2.78</td>
<td>mmol/L</td>
</tr>
<tr>
<td>$C_{init}$</td>
<td>67.9</td>
<td>70.9</td>
<td>mmol/L</td>
</tr>
</tbody>
</table>

The amount of biogas depends on the dilution rate. During the simulation, dilution rate would be changed to check its effect and it is assumed that the dilution rate is always known.

The model parameters are known and considered based on (Bernard, et al., 2001).

Noise is added to the simulated measurements.

#### 3.2 Extended Kalman Filter

This method is based on linearizing the non-linear system around a nominal state set. The linear model is only used for calculation of Kalman gain.

The procedure of implementation of EKF method in the simulation follows the principle of the discrete-time extended Kalman filter presents in (Simon, 2006). The outcomes of this method for 15 days is shown in Figure 2 with the magenta curves.

#### 3.3 Unscented Kalman Filter

The EKF is based on linearization to propagate the mean and covariance of states. UKF is an enhancement of the Kalman filter to reduce the linearization error of the EKF.

The procedure of implementation of UKF method in the simulation follows the principle of the discrete-time unscented Kalman filter resent in (Simon, 2006). Figure 2 presents the results of UKF state estimator for all six state variable in AM2 model with the black curves.

#### 3.4 Particle Filter

This method is based on statistical approach. The particle filter is a probability-based estimator as an enhancement on Bayesian estimator (Simon, 2006). The number of particles is assumed to be 100. The results of particle filter in the same condition on UKF and EKF are shown in Figure 2 with the green curves.

#### 3.5 Moving Horizon Estimator

This method is an optimization problem over the specific horizon, $N$, which is shifted in terms of time.

The procedure of implementation of MHE method in the simulation follows the principles in (Boegli, 2014). The horizon, $N$, in this simulation equals to 10.

The objective function to minimize is:

$$\min_{x} \sum_{k=t-N}^{t} \left\| x_{k+1} - f(x_k, D_k) \right\|^2_Q$$

$$+ \sum_{k=t-N}^{t} \left\| y_k - h(x_k, D_k) \right\|^2_R \quad (20)$$

$$+ \left\| x_{t-N} - \hat{x}_{t-N} \right\|^2_P$$

subject to: $C - S_2 - Z > 0$

$y_k$ is the process measurements.

Since $C - S_2 - Z$ equals to CO$_2$, this term should be positive. The first to third sums in (20) represents dynamical system mismatch, measurement mismatch and arrival cost, respectively.
The arrival cost term represents the error of the state estimate at the “end” of the horizon. In our implementation, the state at $k = t - N$ is estimated, thereby implicitly minimizing the arrival cost term. Therefore, we have omitted the arrival cost term as an explicit term.

The results of MHE are shown in Figure 2 with the red curves.

### 3.6 Comparison of the various state estimators

All four state estimators are executed on the same conditions and with the same initial values. It is assumed that dilution rate, $D$, changes after one day from $0.34$ to $1 \text{ d}^{-1}$ and after $7.5$ days, $D$ is changed to $0.5 \text{ d}^{-1}$.

Two criteria are supposed for comparison among of the state estimation methods. The first criterion is the Mean Squared Error (MSE), and the second criterion is computational time represented by the simulation execution time for each state estimation method.

MSE relative to EKF for four state estimators is shown in Table 2. Regarding the relative MSE, the minimum MSE belongs to MHE methods so the MHE method have fittest curve by smallest MSE. However, the computational time has remarkable larger computational burden of other methods, refer to Table 3.

---

**Figure 2.** The results of four state estimation strategies when augmented vector consists of all six state variables and the methane gas flow rate is the only measurement.
The convergence rate for the MHE strategy is fastest comparing with other methods in all estimated states. EKF has faster computation but the Jacobians need to be calculated.

### Table 2. MSE relative to EKF for four state estimation methods regarding one measurement and six state variables

<table>
<thead>
<tr>
<th>Relative MSE</th>
<th>EKF</th>
<th>UKF</th>
<th>PF</th>
<th>MHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>1</td>
<td>1.48</td>
<td>4.10</td>
<td>0.16</td>
</tr>
<tr>
<td>$X_2$</td>
<td>1</td>
<td>0.5</td>
<td>3.82</td>
<td>0.27</td>
</tr>
<tr>
<td>$Z$</td>
<td>1</td>
<td>1</td>
<td>1.02</td>
<td>0.54</td>
</tr>
<tr>
<td>$S_1$</td>
<td>1</td>
<td>1.28</td>
<td>2.06</td>
<td>0.03</td>
</tr>
<tr>
<td>$S_2$</td>
<td>1</td>
<td>1.35</td>
<td>1.60</td>
<td>0.02</td>
</tr>
<tr>
<td>$C$</td>
<td>1</td>
<td>1</td>
<td>2.25</td>
<td>0.44</td>
</tr>
<tr>
<td>$q_m$</td>
<td>1</td>
<td>0.55</td>
<td>3.08</td>
<td>0.48</td>
</tr>
<tr>
<td>$q_c$</td>
<td>1</td>
<td>1.36</td>
<td>2.83</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### Table 3. The relative computational burden to EKF measured with simulation time.

<table>
<thead>
<tr>
<th>Computational time</th>
<th>EKF</th>
<th>UKF</th>
<th>PF</th>
<th>MHE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>13</td>
<td>62</td>
<td>14892</td>
</tr>
</tbody>
</table>

### 4 Parameters estimation

Some parameters are not known nor measured while they are essential parameters for control and monitoring. Such parameters should therefore be estimated.

#### 4.1 One measurement and one estimated parameter

The organic substrate concentration of the inflow, $S_{1in}$, is considered as a first parameter for estimation. The augmented state vector is:

$$x = [X_1, X_2, Z, S_1, S_2, C, S_{1in}]$$  \hspace{1cm} (21)

The parameter state variables are here denoted augmentation state variables.

Initial values of $S_{1in}$ for the simulated model and state estimators are 9.5 and 14.5 g/L, respectively. The methane gas flow rate is assumed as measurement, so measurement vector is (18). All conditions are the same as mentioned in Section 3. When one measurement is considered, two states are non-observable.

Table 4 shows the relative MSE to the EKF for all four methods. Based on the relative MSE, the MHE method is not reliable approach to estimate the parameters.

Table 4 shows the EKF and the UKF have better results for the parameters estimation. In the following sections, we focus on just the EKF and UKF.

#### Table 4. MSE relative to EKF for four state estimation methods for one measurement and six state variables plus $S_{1in}$ as the estimated parameter

<table>
<thead>
<tr>
<th>Relative MSE</th>
<th>EKF</th>
<th>UKF</th>
<th>PF</th>
<th>MHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>1</td>
<td>9.82</td>
<td>9.54</td>
<td>4</td>
</tr>
<tr>
<td>$X_2$</td>
<td>1</td>
<td>2.43</td>
<td>9.73</td>
<td>0.87</td>
</tr>
<tr>
<td>$Z$</td>
<td>1</td>
<td>1</td>
<td>1.02</td>
<td>7.48</td>
</tr>
<tr>
<td>$S_1$</td>
<td>1</td>
<td>2.06</td>
<td>2.58</td>
<td>718.758</td>
</tr>
<tr>
<td>$S_2$</td>
<td>1</td>
<td>0.67</td>
<td>4.44</td>
<td>31.84</td>
</tr>
<tr>
<td>$C$</td>
<td>1</td>
<td>1</td>
<td>1.14</td>
<td>7.55</td>
</tr>
<tr>
<td>$q_m$</td>
<td>1</td>
<td>0.867</td>
<td>1.829</td>
<td>8.280</td>
</tr>
<tr>
<td>$q_c$</td>
<td>1</td>
<td>1.099</td>
<td>1.99</td>
<td>58.13</td>
</tr>
</tbody>
</table>

#### Figure 3. The results of the state estimators consisting of EKF, UKF and PF for an augmented state vector with 7 elements and one measurement.
4.2 One measurement and two estimated parameters

The VFA concentration of the inflow, $S_{2in}$, is considered as second parameter for estimation. So the augmented state vector is:

$$x = [X_1, X_2, Z, S_1, S_2, C, S_{2in}, S_{2in}]$$ (22)

All conditions are the same as mentioned in Section 4.1 plus the initial values of $S_{2in}$ for the simulated model and state estimators are 93.5 and 133.5 mmol/L, respectively. Three states are non-observable when there is just one measurement.

Figure 4. The results of the state estimators consisting of EKF, UKF for an augmented state vector with 8 elements and one measurement.

The results states that it is not possible to estimate two parameters with one measurement. This lack the measurement ruins also the state estimation, refer to Figure 4. The states $X_1$, $Z$, $C$ are not possible to estimate.

In the Section 4.5, it will be checked the possibility of the estimation of two parameters with two measurement.

4.3 Two measurements and one estimated parameter

It is of interest to investigate the case when the number of measurement is greater than the number of estimated parameters. Carbon dioxide gas flow rate is considered as the second process measurement. so the measurement vector is:

$$y = [q_m, q_c, pH]$$ (23)

Figure 5. The results of the EKF, UKF state estimators for an augmented state vector with 7 elements and one measurement.

One state is non-observable based on the rank test. The results are shown in Figure 5.

4.4 Three measurements and one estimated parameter

All conditions are the same as the mentioned condition in Section 4.3 except considering pH of the reactor as third measurement. The measurement vector is:

$$y = [q_m, q_c, pH]$$ (24)

Figure 6. The results of the EKF, UKF state estimators a augmented state vector with 8 elements and three measurement.
All state become observable. The results are shown in Figure 6 for the EKF and the UKF.

Regarding the results in Section 4.3 and 4.4, we can estimate parameters if the number of measurements is larger than the number of the estimated parameters.

4.5 Two measurements and two estimated parameter

It is supposed the augmented state vector and the measurement vector are according to equation (22) and (23), respectively. There is one non-observable state based on the rank test of the observability matrix.

The results of the simulation are shown in Figure 7. Regarding to the results, two measurements are required at least to estimate two parameters.

Figure 7. The results of the EKF, UKF state estimators for an augmented state vector with 8 elements and two measurement.

4.6 Two measurements and three estimated parameter

Until now, the environmental parameters are estimated, namely inflow concentrations \( S_{1\text{in}} \) and \( S_{2\text{in}} \). It is assumed that third estimated parameter is selected among of model parameters. One of the most important model parameters which has a direct effect on the methane production is \( k_6 \). The augmented state vector is

\[
x = [X_1, X_2, S_1, S_2, C, S_{1\text{in}}, S_{2\text{in}}, k_6]
\] (25)

The initial values of \( k_6 \) for the simulated model and state estimators are 435 and 300 mmol/L. The measurement vector is assumed as (23). All states are observable. The results are shown in Figure 8. Since the number of measurements is less than the number of estimated parameters, it is not possible to estimate the parameters.

Figure 8. The results of the EKF, UKF state estimators for an augmented state vector with 9 elements and two measurement.

4.7 Three measurement and three estimated parameter

The augmented state vector and the measurement vector are according to equation (25) and (24), respectively.

Figure 9. The results of the EKF, UKF state estimators for an augmented state vector with 9 elements and three measurements.
All state are observable based on the rank test on observability matrix.

The results shows in Figure 9 and presents that three parameters can estimate with three measurements.

5 Discussions

The results shows that all four methods can estimate all states of AM2 model for a biogas reactor.

In this case, the MHE is the best state estimation method to estimate the all six states, but computational times is excessive comparing with other methods. However, the MHE is not suitable for estimating the parameters, we assume this is because the optimization problem is not well conditioned. We have calculated the Hessian of the objective function during the estimation. The Hessian is positive definite, but with a large ratio of its eigenvalues, and hence the MHE has found a minimum. However, this may well be a local minimum.

Both the EKF and the UKF give a good estimation with lower implementation effort. Both methods are good for state and parameter estimation. For the EKF, there is an extra computation demand related to calculation of the Jacobians needed for calculation of the Kalman gain. While the UKF straightforward approach and Jacobian free algorithm.

In this study, PF can estimated both states and parameters, but the accuracy is lower comparing to EKF and UKF.

In EKF and UKF, the maximum number of parameter can be estimated is related to the number of the measurements. The maximum number of parameters can be estimated equals the number of the measurement. See Table 5.

Table 5. Assessment of the state estimation based on the number of measurements and estimated parameters

<table>
<thead>
<tr>
<th>Meas#</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>2</th>
<th>3</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig. states#</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Aug. states #</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Non-ob. state#</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Assessment</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>P</td>
</tr>
</tbody>
</table>

*P= Pass, F= Fail

6 Conclusions

In this study, the four model-based state estimation methods regarding the AM2 model are investigated. These methods are EKF, UKF, PF and MHE which are evaluated in the simulation case study.

Further parameter estimations are verified regarding to different number of measurement and different number of parameter to estimate.

7 Future work

Plans for future work are: Observability analysis for nonlinear models; Analysis of robustness of the estimators; Application to real AD reactor data.
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Nomenclature

C total inorganic carbon concentration (mmol/L)
D dilution rate (d\(^{-1}\))
k\(_{1}\) yield for substrate degradation
k\(_{2}\), k\(_{3}\) VFA yields (mmol/L)
k\(_{4}\), k\(_{5}\) CO2 yields (mmol/L)
k\(_{6}\) yield for CH4 production (mmol/L)
K\(_{a}\) Affinity constant (mol/L)
K\(_{H}\) Henry’s constant (mmol/L per atm)
k\(_{L}, a\) liquid-gas transfer constant (d\(^{1}\))
K\(_{i2}\) inhibition constant (mmol/L)
K\(_{S1}\) half-saturation constant (g/L)
K\(_{S2}\) half-saturation constant (mmol/L)
P\(_{f}\) total pressure (atm)
q\(_{C}, q_{m}\) CO2 and CH4 flow rates (mmol/L per d)
S\(_{1}\) organic substrate concentration (g/L)
S\(_{2}\) volatile fatty acids concentration (mmol/L)
X\(_{1}\), X\(_{2}\) concentration of acidogens and methanogs (g/L)
V effective volume of medium in the reactor (L)
Z total alkalinity (mmol/L)
\(\alpha\) fraction of bacteria in the liquid phase
\(\mu_{max}\) maximum specific growth rate (d\(^{-1}\))
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Abstract

This study conceives a FVM-based model for ionization processes coupling the incompressible Navier-Stokes equations to Maxwell’s equations adjusted for electrostatics. Modeling instructions for the opensource tool OpenFOAM™ are presented within the scope of defining a customized solver which calculates the distortion of electrical current by an external fluid flow.

By means of a simplified test-case the negligible impact of external convection on the distribution of space charge for many engineering applications is confirmed while pointing out the limitations of negligible convection. The study shows that peak velocities beyond 100 ms⁻¹ within the flow field might have an impact on the current distribution, thus requiring careful evaluation of the modeling assumptions.

The approach described in the modeling guide proves to be numerically stable. The results for the electric field distribution have been analytically verified.

Keywords: Corona Discharge, Fluid Flow, Electrodynamics, Space Charge Density, Convection

1 Introduction

Corona discharge describes the effect where a non-conducting gaseous carrier such as air is ionized in proximity of an electrode with strong electrical field. On molecular level the air molecule receives electrons from the electrode (negative polarity) or loses electrons to the electrode (positive polarity). In either case the ionized molecule is accelerated away from the electrode towards the grounded electrode. The sum of all ionized molecules traveling approximately on electric field lines are described as a continuum and as such it is subject to macroscopic transport phenomena. Ionization processes are widely used i.e. to reduce the environmental impact of combustion-based pollution. To assist the design of such applications numerical models prove to be a cost-effective and powerful tool. Among numerous considerations for the numerical modeling of Corona discharge and ionization processes as such, the assumption of negligible external convection is prevalent. This study tackles the widespread convention of excluding convection by means of a geometrically simplified test-case run by a customized solver which includes fluid dynamics and electrostatics in a coupled way.
2 Physical Model

The physical nature of electrical charge in a gaseous environment is best explained by electrostatic precipitation - a widely used application area for the control of airborne particle emissions. In practice, a high-voltage electrode (typically 10-50 kV) is immersed in exhaust gases from i.e. cement plants. By ionizing the surrounding air, soot particles are being electrically charged and accelerated out of the main exhaust gas flow. Thus, cleaning the gas from toxic components. Figure 1 illustrates the multiphysical coupling of such systems.

Table 1 lists the assumptions and definitions used in the study. In this theoretical case the charging electrode \( \partial \Omega_1 \) is assumed to carry a given space charge density for the electrostatic part and simultaneously act as inlet for the fluid flow part with a velocity of \( w = 100 \text{ m/s} \) radially distributed.

The Corona onset field strength in [V m\(^{-1}\)] is given by the empirical correlation (White, 1963)

\[
E_0 = 3 \times 10^6 f_r \left( m_s + 0.03 \frac{m_s}{r_1/\text{m}} \right) \tag{1}
\]

with the fatigue factor \( f_r \) being a measure for the usage of the electrode (\( f_r = 0.6 \) for practical use, \( f_r = 1 \) for a new electrode). The relative gas density takes into account the surrounding fluid, which, at standard conditions \( (T_0, p_0) \) has the value of \( m_s = 1 \).

3 Numerical Model

The numerical model considers the incompressible Navier-Stokes equations and Maxwells equations for electrostatic applications without magnetic influence. A modelling approach for the definition of a customized solver for OpenFOAM® is given.

3.1 Governing equations

For the fluid flow part the continuity equation yields

\[
\nabla \cdot \mathbf{u} = 0 \tag{2}
\]

while the incompressible Navier-Stokes equation writes

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} - \nu \nabla^2 \mathbf{u} = -\frac{1}{\rho} \nabla \rho + \mathbf{g}. \tag{3}
\]

As for the electostatics part, neglecting magnetic influences in Maxwells equations, the electric field can be expressed in terms of the gradient of the electric potential

\[
\mathbf{E} = -\nabla \phi \tag{4}
\]

which leads us to the Poisson equation for electric potential with a source term including the space charge density \( \rho_{el} \)

\[
\nabla^2 \phi = -\frac{\rho_{el}}{\varepsilon_0}. \tag{5}
\]

Equations (4) and (5) are subject to the conservation of electrical charges such that

\[
\nabla \cdot (\mathbf{u} \rho_{el}) = 0.
\]
Table 1. Definition of model parameters

<table>
<thead>
<tr>
<th></th>
<th>Charging Electrode $\partial \Omega_1$</th>
<th>Grounded Electrode $\partial \Omega_2$</th>
<th>Domain $\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius $r$ [m]</td>
<td>0.002</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Electric potential $\phi$ [kV]</td>
<td>50</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Space charge density $\rho_{el}$ [C m$^{-3}$]</td>
<td>0.001</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Fluid velocity $u_r$ [ms$^{-1}$]</td>
<td>50</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Corona onset field strength $E_0$ [V m$^{-1}$]</td>
<td>$5.01 \times 10^6$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Fatigue factor $f_r$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative gas density $m_r$ [-]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ion mobility $b$ [m$^2$ V$^{-1}$ s$^{-1}$]</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacuum permittivity $\varepsilon_0$ [F m$^{-1}$]</td>
<td>$8.85 \times 10^{-12}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative permittivity $\varepsilon_r$ [-]</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard temperature $T_0$ [K]</td>
<td>298.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard pressure $p_0$ [atm]</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\frac{\partial \rho_{el}}{\partial t} + \nabla \cdot j = 0. \tag{6}
\]

While the current density $j$ is given by

\[
j = \rho_{el} (u + bE) \tag{7}
\]

which forms the core of the present investigation due to its convective part $\rho_{el} u$ which is often neglected alongside with diffusion.

3.2 Implementation

The following description points at implementing electrostatics into OpenFOAM® syntax. The customization of the solver can be achieved by compiling the built-in icoFoam structure with additional lines of code for the electrostatics part. Firstly, the governing equation for Poissons equation (5)

\[
\text{solve (}
\quad \text{fvm::laplacian(phie) + rho/epsilon0)};
\]

with a newly defined variable phie for the electric potential. Second point in the iteration procedure is the convective transport of the space charge, as $bE + u$ as seen in equation (7)

\[
\text{rhoFlux} = -b*mesh.magSf()*fvc::snGrad(phie) + phi;
\]

where phi accounts for the fluid-flow velocity field $u$. The variable phi is pre-defined by icoFoam and shall not be confused with the newly defined variable for the electric field phie. Finally, to ensure charge conservation as given by equation (6) the following step shall be added as

\[
\text{solve (}
\quad \text{fvm::ddt(rho) + fvm::div(rhoFlux, rho))};
\]

For postprocessing purposes it proves useful to include an optional command which writes a separate solution file for the electric field, that is

\[
\text{Efield == -fvc::grad(phie)};
\]

To write out an additional solution file to the electric field changes must be included also in the createFields.H file. Moreover, in the "0" folder an Efield file must be specified. Because the value of the electric field is determined by the solution variable for the electric potential, it is recommended not to override the value of the electric field at the boundaries of the electrode. Instead, the boundary condition extrapolatedCalculated in the electrical field file for both electrode boundaries shall be used to ensure that the electrical field variable is written out after and based on the electric potential variable during each iteration taken by the solver.

3.3 Mesh

For the calculations a blockmesh is used with 150 cells in radial direction and 80 cells in azimuthal direction, while one cell is present in axial direction. The radial distribution of the cells is set with simpleGrading(400), resulting in a first cell width to radius ratio of 0.02 according to figure 3. The high resolution of the radial component in proximity of the charging electrode is needed to ensure the correct solution of high gradients of the electric field.

The total number of cells amounts to 12'000 Finite Volumes which on a 2.6 GHz CPU with 8 GB RAM require 244 seconds of CPU runtime. The simulation time goes from 0 s to 0.05 s with a timestep of $5 \times 10^{-6}$ s.

4 Analytical Verification

The coaxial cylinder test-case geometry allows the formulation of an analytical solution for the electric field. As no changes in axial direction are expected, the volumetric flow per unit length can be expressed in terms of the radial velocity as:
\[ V = 2\pi ru_r \tag{8} \]

whereas the electric current is quantified in a similar way including the current density in radial direction

\[ I = 2\pi r j_r = 2\pi r (\rho_e (u_r + bE_r)) \tag{9} \]

To work around integration constants, the volumetric flow and electric current are non-dimensionalized using the quantities listed in table 1 as

\[ \hat{V} = \frac{V}{2\pi br_1 E_0} \tag{10} \]

\[ \hat{I} = \frac{I}{2\pi \varepsilon_0 \varepsilon_r bE_0^2} \tag{11} \]

With the non-dimensional radius \( \hat{r} = r/r_1 \) the dimensionless electric field takes the form

\[ \hat{E} = \frac{-\hat{V} \pm \sqrt{I (\hat{r}^2 - 1) (\hat{V} + 1)^2}}{\hat{r}} \tag{12} \]

for the case of positive convection, that is, when the electric current and fluid flow have the same direction. In countercurrent the term \((\hat{V} + 1)^2\) becomes \((\hat{V} - 1)^2\).

5 Results

5.1 Velocity field

The velocity field is shown in figure 4 with unscaled velocity vectors. As expected, the flow starts from the electrode with an intensity of 50 m s\(^{-1}\). Radially, the velocity decreases rapidly, due to large spatial increase and dispersion.

5.2 Electric field

The resulting electric field is shown in figure 5 and figure 6. It can be seen that a fine mesh resolution around the charging electrode is necessary to reliably represent the sharp gradients of the electric field.
For the given setup the solution for the radial distribution of the coaxial geometry is analytically verified as shown in figure 7.

![Graph](image1)

**Figure 7.** Verification of the electrical field along the radius

### 5.3 Discussion

In this hypothetical test-case the results for the electrostatics are analytically verified which consequently confirms the validity of the presented modeling procedure. For this geometry with the given model parameters for air there is no noticeable influence of convection. In many engineering applications where ionization processes are part of a larger construct the assumption of negligible convection holds.

However, as illustrated by the sensitivity analysis in figure 8 under certain flow patterns and regimes the influence of convection might be of considerable importance, *i.e.* for supersonic velocities the electric field experiences an increase further away from the electrode. In practice, this effect can be understood as deviation of current, where to the most extreme extent it could be possible to reverse the direction of electrical current flow merely by external convection.

For the test-case and the verification of the modeling strategy a constant value for the initial space charge density $\rho_{el}$ is appropriate. Future work will target a more complex FVM modeling methodology aiming at dynamically computing the value of the space charge density within the interations taken by the solver. The interested reader may be referred to (Rubinetti et al., 2017) for an FEM-based approach.

![Graph](image2)

**Figure 8.** Sensitivity analysis for the electric field with different velocities assuming ion mobility $b = 10^{-6} \text{m}^2\text{V}^{-1}\text{s}^{-1}$

### 6 Conclusion

The presented test-case and the corresponding modeling methodology for OpenFOAM® is numerically stable and shows the suitability of FVM for the multiphysical coupling of electrostatics and fluid dynamics. For the case of air ionization and an overlaying velocity field with 50 ms$^{-1}$ peak velocity convection has no noticeable influence - thus confirming the wide-spread modeling assumption of negligible external convection for most engineering applications involving Corona discharge. The results have been analytically verified including a sensitivity analysis showing that for certain flow regimes convection might need to be considered to ensure physical accuracy.
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Abstract
Feedback is one of the key factors that makes industrial simulator training an effective learning tool. Usually, the trainees receive feedback from the instructor, who guides them through the simulation tasks. However, nowadays the availability of expert instructors is scarce while the training demand is increasing. Therefore, there is a need for new simulator training practices that could allow the trainees to be more independent and decrease the need to rely so often on the instructor. This could be achieved by offering the trainees online automated feedback. This article presents a method for developing a tool meeting those requirements is presented. Simulation data were gathered representing different execution paths of the same scenario. Data were then analyzed and clustered using different clustering techniques. Interestingly, “good” and “bad” performances are shown to be separable using different techniques for clustering multivariate time series. Furthermore, we introduce the concept of enclosing data tunnel representing the trajectory of well-behaving execution paths in a reduced dimensional space. By conditioning the mal-behaving performances to be less than 20% of the total simulation time inside the tunnel, an accuracy on 68% was obtained. Being more flexible and allowing the mal-behaving performances to be inside the tunnel for a maximum of 35% of the total simulation time, the accuracy of the enclosing tunnel was increased to 84%. Keywords: simulator training, online feedback, data clustering, enclosing tunnel, execution path

1 Introduction
A number of studies point out the importance of feedback during simulator training (Darken, 2009, Dozortsev, 2013, Hävold et al., 2015, Kluge et al., 2014, Kluge et al., 2009, Salas et al., 2012, Tichon and Diver, 2010). Feedback is a very effective learning mechanism that can be used to guide the trainees towards the development of a better performance. According to Salas et al. (2012) “Practice is most powerful when combined with timely, constructive, and diagnostic feedback”. Usually, trainees receive feedback from an expert instructor who guides them through the simulation scenarios. Commonly, expert instructors are experienced operators who have accumulated a great knowledge of the system through years. This dependency on expert instructors has raised concern in different industrial sectors given that many of the experienced operators have retired or will retire in the near future (Alamo and Ross, 2017, Dozortsev, 2013, Manca et al., 2012). Consequently, the availability of expert instructors is continuously decreasing while the demand for operator training continues increasing. Therefore, there is need for new (tutoring) methods and techniques that could help the current instructors to cope with the training demands by allowing the trainees to be more independent. One way trainees can be more independent is by offering them online automated feedback about their performance during the training scenarios.

The topic of automated feedback for simulator training has been mentioned in several studies, some of them indicate that the use of instructional tools embedded in the simulator can improve the efficiency of training (Bell et al., 2008, Malakis and Kontogiannis, 2012). Further, there are studies that present a method (Manca et al., 2014) or an already developed tool (Dozortsev, 2013) to give automated feedback.

In this work, a procedure for developing an automated feedback tool for a simulator training is presented. The procedure developed is based on the analysis of the data collected from different variations of the same training scenario. The analysis of the data allows defining a good performance reference. This work builds on previous ideas from our position paper (Marcano et al., 2017b).

In order to be able to provide online automated feedback, it is necessary to know the state of the system at all times. The state of the system can be determined based on some key variables that together give a suitable overview of the process. These variables can be compared to the defined good performance reference.
Based on the results of the comparison the trainees can be informed whether they should reconsider the actions taken and try a different approach to solving the training task.

The case study we considered is a training scenario developed in K-Spice, a dynamic process simulation tool from Kongsberg Oil and Gas Technologies (Kongsberg, 2009). K-Spice resorts to a generic oil and gas production model. The goal of the studied training scenario is to increase the overall oil production flow with respect to the starting point.

In the next section, the procedure followed for developing the online feedback tool is described in detail, then the results obtained are presented, followed by the discussion, and finally some conclusions are drawn.

2 Methodology

The case study consists of a training scenario developed with the generic oil and gas production model integrated into the simulation tool K-Spice. Aim of the training scenario is to increase, in 30 min, the oil production flow with respect to the one given in the initial conditions of the simulation. The trainee must fulfill the goal without compromising the correct functioning of the process. In order to develop an online feedback tool for the case study, the following steps were followed.

2.1 Selection of variables

Figure 1 shows an overview of the generic oil and gas production model. The sections with the most relevant information of the process are the wells, the high-pressure separator (HP-separator), the export pump and the gas export compressor, the oil and gas export sections, and the high pressure flare (HP-flare). The variables studied were taken from these sections, being:

1) The total sum of outlet flows from the wells;
2) Inlet flow of the HP-separator;
3) Pump power consumption;
4) Compressor power consumption;
5) Oil export flow;
6) Gas export flow; and
7) HP-flare flow.

![Figure 1. Overview of the generic oil and gas production process.](image)

2.2 Data generation

In order to gather relevant data, a method to generate variations of the case study was developed. Each process variation was a random selection of five possible actions. The actions were defined based on the observations and results gathered from the simulator training sessions mentioned in Marcano et al. (2017a).

During the development of the research (Marcano et al., 2017a), it was possible to extract knowledge about the students’ understanding of the process and the probable actions they could execute. Based on this distilled knowledge, it was decided that a maximum of three actions could take place per variation of the case study, with a certain delay between them. The delay was set to 15 s, 45 s, 60 s, 120 s, and 180 s. These delays were chosen because during the simulator training sessions (Marcano et al. 2017a) we noticed that the trainees usually did not wait longer than 3 min to make changes in the simulation. The construction of one variation occurs as follows: first, a random action is chosen, and then, depending on the chosen first action there are some conditions that will determine the following random actions to choose among if any. The defined actions and the conditions triggering them are explained below.

1. Opening the choke valve from a well.

Opening a choke valve is the right execution path to follow when trying to increase the oil production in the process. Therefore, it is assumed that if the first decision of the trainee is to open a choke valve, then, if there are possible following actions, these will also be opening a choke valve. How much the choke is going to be opened is decided randomly between two options, being 85 % and 100 %. All choke valves in the simulation that are predetermined open, are open up to 75 %.

2. Closing the choke valve of a well.

Closing a choke valve is a wrong action to execute if the oil production needs to be increased. If the trainee is confused and closes a valve by mistake, then the next actions could, unfortunately, be to close even more valves. However, it could also happen that the student notices the mistake and tries to fix it by reopening the closed valve and opening an extra one. Then we randomly decide whether we will perform a sequence of 1 or 2 next actions. In case of choosing only one subsequent action, that second action could be either closing another valve or reopening the one closed. In case we choose two subsequent actions, then, the following two actions are to reopen the closed valve and open an extra one. How much the choke is going to be closed is decided randomly between two options, being 0 % and 65 %. For the opening, the same conditions explained in the first action are applied.

3. Opening the pulse-controlled valve to the test separator.

During the simulator training sessions carried out in Marcano et al. (2017a), it was noticed that few students...
open a pulse-controlled valve thinking that it was a choke valve. This mistake was also noticed during the simulator training sessions performed later in 2017. There were just a few students who made the mistake but it seems to be common to happen. Consequently, it was decided to take it into account. However, given that opening a pulse-controlled valve is a rare mistake if this action takes place first, then, it will be the only action to be executed and there will be no subsequent actions.

4. Opening the outlet control valve of the HP-separator.

Opening the outlet valve of the HP-separator might occur due to the misconception that by increasing the outlet flow from the HP-separator the oil production would increase as well. The next step is to choose whether to proceed with a sequence of one subsequent action or two subsequent actions. If we randomly chose to follow with two actions, then, these were set to be the opening of choke valves. If only one action is following, then, this could be either opening a choke valve or a pulse-controlled valve.

5. Increasing the pressure set point of the HP-separator.

Increasing the pressure of the HP-separator leads the system to switch on the high-pressure flare. This action was defined to ensure the possibility of analyzing execution paths with a negative environmental impact. If only one more action follows this one, then, it could be either opening a choke valve or a pulse-controlled valve. If two actions follow, then, both will be to open a choke valve.

2.3 Data clustering

The data gathered in this work consists of multivariate time series. It is necessary to identify from the data what corresponds to well-behaving performances and what corresponds to mal-behaving performances. This way it is possible to make balanced groups for training and validation. In order to cluster the data, it is necessary to use a notion of similarity. This can be done by calculating the distance between every possible combination of pairs of execution paths. In this work, three methods for distance calculation were evaluated namely: Euclidean distance, dynamic time warping (DTW), and symbolic aggregate approximation (SAX). This was done in order to determine and select the most accurate method among such distances.

Euclidean distance

Given two time series $X$ and $Y$ of the same length $N$, (1) defines the Euclidean distance between them. Figure 2a shows an intuitive representation of the Euclidean distance (Lin et al., 2003).

$$D(X,Y) = \sqrt{\sum_{i=1}^{N} (x_i - y_i)^2}$$

Dynamic Time Warping (DTW)

The objective of DTW is to compare two (time-dependent) sequences $X := (x_1, x_2, ..., x_N)$ of length $N \in \mathbb{N}$ and $Y := (y_1, y_2, ..., y_M)$ of length $M \in \mathbb{N}$. These sequences may be discrete signals (time-series) or, more generally, feature sequences sampled at equidistant points in time (Müller, 2007). Being $F$ a feature space, $x_n, y_m \in F$ for $n \in [1:N]$ and $m \in [1:M]$. To compare two different features $x, y \in F$, a local cost measure is needed, also referred to as local distance measure, which is defined to be a function $c: F \times F \rightarrow \mathbb{R}_{\geq 0}$ (Müller, 2007).

Typically, $c(x, y)$ is small (low cost) if $x$ and $y$ are similar to each other, and otherwise $c(x, y)$ is large (high cost). Evaluating the local cost measure for each pair of elements of the sequences $X$ and $Y$, the cost matrix $C \in \mathbb{R}^{N \times M}$ defined by $C(n, m) := c(x_n, y_m)$ is obtained. Then the goal is to find an alignment between $X$ and $Y$ having minimal overall cost (Müller, 2007). Each matrix element $(i, j)$ corresponds to the alignment between the points $x_i$ and $y_j$. A warping path is created, which consists of a contiguous set of matrix elements that defines a mapping between $X$ and $Y$ (Keogh and Ratanamahatana, 2005). The signal with an original set of points $X$(original), $Y$(original) is transformed to $X$(warped), $Y$(original). However, even though DTW measures a distance-like quantity between two given sequences, it does not guarantee the triangle inequality to hold (Müller, 2007).

SAX (Symbolic Aggregate approXimation)

SAX allows a time series of arbitrary length $N$ to be reduced to a string of arbitrary length $w$, $(w < N$, typically $w << N)$. The alphabet size is also an arbitrary integer $a$, where $a > 2$. SAX uses an intermediate representation between the raw time series and the symbolic strings. First, the data is transformed into the Piecewise Aggregate Approximation (PAA) representation and then symbolize the PAA representation into a discrete string (Lin et al., 2003).

In dimensionality reduction via PAA a time series $X$ of length $N$ can be represented in a $w$-dimensional space by a vector $\vec{X} = \vec{x}_1, ..., \vec{x}_w$. The $i^{th}$ element of $\vec{X}$ is calculated as follows (Lin et al., 2003):

$$\vec{x}_i = \frac{w}{N} \sum_{j=\frac{i(w-1)+1}{w}}^{\frac{i(w)}{w}} x_j$$

Having transformed a time series database into PAA, a further transformation to obtain a discrete representation can be applied. SAX uses a discretization technique that produces symbols with equiprobability (Lin et al., 2003). If the original subsequences in the Euclidean distance are transformed into PAA representations, $\vec{X}$ and $\vec{Y}$, using (2), then a lower bounding approximation of the Euclidean distance between the original
subsequences can be obtained (3), this is illustrated in Figure 2b (Lin et al., 2003).

\[
DR(\mathbf{X}, \mathbf{Y}) \equiv \sqrt{\frac{N}{w}} \sum_{i=1}^{w} (\mathbf{x}_i - \mathbf{y}_i)^2 \tag{3}
\]

If the data is further transformed into the symbolic representation, a MINDIST function that returns the minimum distance between the original time series of two words can be defined by (4), which is illustrated in Figure 2c (Lin et al., 2003).

\[
MINDIST(\mathbf{X}, \mathbf{Y}) \equiv \sqrt{\frac{N}{w}} \sum_{i=1}^{w} (\text{dist}(\mathbf{x}_i, \mathbf{y}_i))^2 \tag{4}
\]

The \text{dist()} function can be implemented using a table lookup as shown in Table 1. Table 1 is for an alphabet of cardinality 4. The distance between two symbols can be read off by checking the corresponding row and column. For example, \text{dist}(a,c) = 0.67 (Lin et al., 2003).

Table 1. A lookup table used by the MINDIST function. This table was taken from Lin et al. (2003).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0.67</td>
<td>1.34</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.67</td>
</tr>
<tr>
<td>c</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>d</td>
<td>1.34</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Hierarchical clustering

Hierarchical clustering groups data over a variety of scales by creating a cluster tree. The tree is not a single set of clusters, but rather a multilevel hierarchy, where clusters at one level are joined as clusters at the next level. This allows deciding the level or scale of clustering that is most appropriate for the application required (MathWorks, 2018).

2.4 Samples selection

For this study, 75 out of 1145 possible variations were generated the way described in Section 2.2, this represents 6.5 % of all the possible combinations. The data were classified using the methods described in Section 2.3. Of the 75 variations, 2/3 of the data corresponding to the well-behaving execution paths, and 2/3 of the data corresponding to the mal-behaving execution paths were used for training i.e. 50 variations in total. The rest of the data was used for validation i.e. 25 variations (1/3 of the good performances, and 1/3 of the bad performances). For each time series, one sample was taken every 12 s during 30 min i.e. 150 data points, plus one additional point at time zero.
80% of the data. Further, Figure 3b and Figure 3c show that the first two principal components describe approximately 90% of the data. Therefore, all analyses made are based on the first two principal components.

2.5.2 Data delimitation using an enclosing tunnel

The structure of the enclosing data tunnel is based on five main circles. The enclosing circles were calculated based on the data projected on the 2D plane formed by the data scores from PC1 vs the scores from PC2. In order to frame the data projected on this plane we resort to the minimal enclosing circle problem. The minimal enclosing circle problem consists of finding the circle of smallest radius that contains a given set of points in its interior or on its boundary. Jung’s theorem states that every finite set of points with geometric span \( d \) has an enclosing circle with radius no greater than \( d/\sqrt{3} \) (Weisstein, 2018). Each circle is located in a moment in time in which the well-behaving execution paths show a significant tendency of change. The data enclosing tunnel was constructed by creating a surface that connects each of the sections formed between the minimal circles.

3 Results

We started by clustering the raw data to separate the well-behaving and mal-behaving performances. The data clustering was carried out implementing the three methods described in the methodology. Once the distances were calculated with the three methods, they were clustered using hierarchical clustering. Figure 4 shows the three clustering trees obtained with each of the methods. In general, it can be seen that there are three main clusters formed by the data, given that three main groups (green, red and blue) were obtained with each method. However, the two main branches of the cluster tree obtained with the SAX method (Figure 4c) are more noticeable than the two main branches of the other two methods, Euclidean and DTW (Figure 4a, Figure 4b), which indicates that the clusters formed by the SAX method are defined more clearly. Numerically this is checked with the cophenetic correlation coefficient, which resulted to be 0.9347 for the clustering tree calculated with the Euclidean distances, 0.8769 for the clustering tree calculated with the method DTW, and 0.9392 for the clustering tree calculated with the method SAX. Therefore, the results obtained with SAX were the one used for classifying the data as good and bad performances.

Figure 6 shows the results of the data processing using PCA. Figure 6a depicts a 3D representation of the variation along time, of the scores obtained with the first two principal components. It can be noticed that there are three different patterns in the data. Figure 6b corresponds to an upper view of the previous one. It
shows the variation of scores obtained with the first principal component versus time, and three different tendencies of the data can also be appreciated.

Figure 5 shows a 3D and 2D view of the tunnel enclosing the data that correspond to the good performances. The tunnel consists of five different circular sections that correspond to the minimal enclosing circle of the well-behaving execution paths in each section. All data that do not fall inside the tunnel corresponds to a bad performance. The trends that start being inside the tunnel but then go totally outside correspond to those actions where the outlet controlled valve of the HP-separator is opened. The trends that are above the tunnel correspond to those actions were the pressure set point of the HP-separator was increased.

In order to test the accuracy of the tunnel, the data left aside for validation was used. First, the validation data was projected on the PCA space calculated with the training data. Next, the processed validation data was plotted with the tunnel, as shown in Figure 7. Finally, the accuracy of the tunnel was determined by calculating the total amount of time that each good and bad performance spent inside the tunnel. In the case of the well-behaving execution paths, it was expected that they would be inside the tunnel at least 80% of the total simulation time. While in the case of the mal-behaving execution paths, it is expected that they wouldn't be inside of the tunnel more than 20% of the total simulation time. Based on these limits the accuracy calculated for the tunnel resulted to be 68%, as shown in the confusion matrix presented in Figure 8a. The diagonal of the confusion matrix (green squares) represents the correct classifications. Figure 8a shows that 12 execution paths were correctly classified as “good”, and 5 execution paths were correctly classified as “bad”. On the other hand, the red squares show the incorrect classifications, and it can be seen that 8 execution paths were wrongly classified as “good”, these are false positives. In order to improve the accuracy of the tunnel, the tolerance of the bad performances inside of the tunnel was increased to 35% of the total simulation time. This way the false positives were reduced from 8 to 4, given as a result an improved accuracy of 84% as can be seen from Figure 8b.

![Figure 5](https://doi.org/10.3384/ecp18153132)

Figure 5. a) 3D view of the enclosing tunnel. b) 2D view of the enclosing tunnel.

![Figure 6](https://doi.org/10.3384/ecp18153132)

Figure 6. a) Data scores from PC2 vs Data scores from PC1 vs Time. b) Data scores from PC1 vs Time.

![Figure 7](https://doi.org/10.3384/ecp18153132)

Figure 7. a) Data scores from PC2 vs Data scores from PC1 vs Time. b) Data scores from PC1 vs Time.

![Figure 8](https://doi.org/10.3384/ecp18153132)

Figure 8. a) Data scores from PC2 vs Data scores from PC1 vs Time. b) Data scores from PC1 vs Time.
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Discussion

In this work, the construction of the online feedback tool was based on the well-behaving execution paths. Consequently, it was necessary to find methods that could ease the laborious task of clustering data and identifying their topology. The results obtained with the data clustering techniques show that these are effective methods for finding similarities among data. Which is very useful when handling a large amount of data, such as those produced from simulator training scenarios.

The proposed enclosing tunnel could be used as an effective tool for generating online feedback. The data of a new trainee could be monitored, for instance, every two minutes. The first set of data should be projected on the PCA space, and later compared with the tunnel, if it is observed that the execution path is outside the tunnel a warning can be given to the trainee. If the execution path is inside the tunnel no warning should be generated. Later, in the next two minutes, the data of the last four minutes could be analyzed, and once again depending on the data trend it is decided if a warning should be given to the operator or not. This sequence should be repeated online over the total duration of the simulation scenario. Further, depending on the data behavior we could also determine the type of mistake made by the trainee, and more detailed feedback could be generated. This refers particularly to the cases in which the outlet valve of the HP-Separator is opened, and when the pressure set point of the HP-Separator is increased. These two cases present a very differentiated behavior around the tunnel, therefore it could be easy to identify them. However, the trends for the cases where the outlet control valve of the HP-Separator is opened may take several minutes before leaving the tunnel. These are the cases that were classified correctly by allowing them to be inside the tunnel 35 % of the total time.

In general, this method could be used for different training scenarios. This procedure shows that an enclosing tunnel, based on good performances, can be designed for any kind of scenario, thus online feedback can be offered to the operators, giving them more training independence.

Figure 7. a) Validation data and 3D view of the enclosing tunnel. b) Validation data and 2D view of the enclosing tunnel.

Figure 8. a) Confusion matrix: mal-behaving execution paths inside of the tunnel for 20 % of the total simulation time. b) Confusion matrix: mal-behaving execution paths inside of the tunnel for 35 % of the total simulation time.
5 Conclusion and future work

The data clustering methods implemented, Euclidean distance, DTW, and SAX showed to be effective for finding similarities among data. Of the three methods, SAX is shown to be the most effective of all with a cophenetic correlation coefficient of 0.9392. The clustering of the data helped to identify among the entire data set the well-behaving execution paths, which were used to design the online feedback tool for simulator training. The online feedback tool designed consists of an enclosing data tunnel. The tunnel developed has in principle an accuracy of 68%. This value was calculated by allowing the mal-behaving execution paths to be inside the tunnel no more than 20% of the total simulation time. However, with a more flexible tolerance (bad performances allowed to be inside the tunnel 35% of the total simulation time) the total accuracy of the tunnel could be increased up to 84%. It was demonstrated that it is possible to develop a method that can be used to generate automated online feedback, thus opening the possibility of more independent simulator training sessions.

Future work includes improving the accuracy of the tunnel without increasing the tolerance for mal-behaving execution paths. This could be done by increasing the amount of training data, so more differences can be noticed among the time series. Additionally, the method should also be improved so that it can detect if more specific requirements have been fulfilled by the operator. Furthermore, enclosing tunnels constructed for different training scenarios should be compared to each other in order to determine if a single generic tunnel could be designed to be used for different training scenarios.
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Abstract
The bending stiffness of subsea cables and umbilicals can be identified from physical tests where the cable is supported at both ends and then pushed or pulled at the center. The beam equation can be used to calculate the bending stiffness from the measured force and the measured deflection. However, a study performed by Nexans Norway AS shows that the beam equation oversimplifies the cables’ properties and thereby disregards significant effects. This paper extends the beam equation into the case of large deflections, which is the second milestone of the work on deriving an accurate model. Within a realistic range of cable deflections, the force calculated by the novel model differs with up to 20% compared to the previous, oversimplified model. From the author’s point of view, this large difference justifies the somewhat increased complexity and computation time of the novel model.

Keywords: Beam Equation, Bending Stiffness, Large Deflection, Minimum Total Potential Energy Principle, Numerical Analysis, Subsea Power Cable, Umbilical.

1 Introduction
Mathematical models and finite element analyses of subsea power cables’ and umbilicals’ mechanical properties are used to calculate the mechanical stresses that arise when the cable is subject to external loads such as axial tension, bending, and twisting. Mathematical models of cables have been presented in the scientific literature at least since the 1960s; for example Lutchansky (1969) which is still relevant today. The field has matured since then by improving the models and including additional effects. Among the most comprehensive publications on models of cables’ mechanical properties is the excellent PhD thesis of Kebadze (2000).

Physical testing of cables are necessary to validate the mathematical models and the finite element analyses. However, the test rigs themselves inherently introduce new, often complex, properties to the overall system, which make it difficult to separate the cable properties from the rig properties in the measurement data. Further, the rig sensors do not measure the desired cable properties directly. Hence, mathematical models have to be developed for calculating the desired cable properties based on the sensor signals. For some kinds of physical cable tests, including bending stiffness tests, developing such models are complex and challenging tasks.

Unfortunately, the scientific literature is sparse on physical tests of cables, and in particular sparse on models for calculating the desired cable properties from the sensor signals. Maioli (2015) presents results on traditional deflection tests as sketched in Figure 1. This publication uses beam theory derived for small deflections to calculate the cables’ bending stiffness, despite the actual deflections may be rather large. Tarnowski (2015) presents results from a similar test, but with a bending stiffness calculation model that intends to handle large deflections. Also Ekeberg and Dhaigude (2016) and Dhaigude and Ekeberg (2016) present bending tests. However, these papers are sparse on the details of the calculation model.

Figure 1. Sketch of bending stiffness rig. Illustration from www.wikimedia.org.

Nexans Norway AS is currently performing several R&D activities on improving modeling and physical testing of subsea power cables’ and umbilicals’ mechanical properties. As part of this work a novel bending stiffness rig has been developed. The rig is based on the principle sketched in Figure 1 and its details are presented in Jordal et al. (2017). Initially the cables’ bending stiffness was calculated from the rig’s sensors as presented in Komperød et al. (2017), which is essentially the beam equation derived for small deflections, followed by filtering and postprocessing to improve the signal quality. However, a more detailed study of cables’ behavior under bending revealed that this approach is an oversimplification. Nexans Norway AS has therefore started an R&D work which aims to correctly model the cable under bending stiffness tests.

The R&D work is split into milestones for easier han...
dling the complexity of the overall modeling problem. Komperød (2018) presents the first milestone which is to rewrite the beam equation using the minimum total potential energy principle and solve this equation numerically. The motivation behind the paper is that the minimum total potential energy principle is believed to be more suitable for extending the beam equation than the force- and moment balances which are commonly used in the scientific literature for deriving this equation. Also, the paper solves the beam equation numerically because it is assumed to be impossible to solve the extended beam equation analytically.

The present paper derives and presents the results of the second milestone, which is to consistently handle large deflections. This is an important step towards correctly modeling the cables’ bending stiffness based on the sensors of the bending stiffness rig, because the physical tests are often performed with large deflections. The improvement of the novel model will be demonstrated by comparing it to the model of Komperød (2018).

2 Nomenclature

Table 1 presents the main nomenclature used in this paper. Variables without an intuitive physical meaning are defined in the main text where they first appear.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{c}$</td>
<td>Vector with Clenshaw-Curtis quadrature weights.</td>
</tr>
<tr>
<td>$D_1$</td>
<td>Chebyshev first-derivative matrix.</td>
</tr>
<tr>
<td>$D_2$</td>
<td>Chebyshev second-derivative matrix.</td>
</tr>
<tr>
<td>$EI$</td>
<td>Bending stiffness [Nm/(m$^{-1}$)].</td>
</tr>
<tr>
<td>$F_p$</td>
<td>Deflection force [N].</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration of gravity [m/s$^2$].</td>
</tr>
<tr>
<td>$L$</td>
<td>Length between supports [m].</td>
</tr>
<tr>
<td>$M$</td>
<td>Bending moment [Nm].</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass per unit length [kg/m].</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of discretization points [-].</td>
</tr>
<tr>
<td>$\bar{N}$</td>
<td>Number of discretization points over a half beam [-].</td>
</tr>
<tr>
<td>$P$</td>
<td>Total potential energy [J].</td>
</tr>
<tr>
<td>$P_g$</td>
<td>Gravitational energy [J].</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Strain energy [J].</td>
</tr>
<tr>
<td>$s$</td>
<td>Beam length parameter [m].</td>
</tr>
<tr>
<td>$u$</td>
<td>Vertical deflection of beam [m].</td>
</tr>
<tr>
<td>$u_p$</td>
<td>Vertical deflection of piston [m].</td>
</tr>
<tr>
<td>$u$</td>
<td>Vector containing discrete points of $u$.</td>
</tr>
<tr>
<td>$x$</td>
<td>Coordinate along x-axis [m].</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Bending curvature [m$^{-1}$].</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Lagrange multiplier no. $i$.</td>
</tr>
</tbody>
</table>

Vectors are denoted with lower case, bold font. Matrices are denoted with upper case, bold font. Square bracket are used to denote parts of a vector or a matrix. For example $A[1 : 4, 3]$ means the first four rows of the third column of $A$.

The symbol $\cdot$ means vector dot product. The symbol $\cdot$ applied to vectors and matrices, for example $a \cdot b$, means element-by-element multiplication. Exponent notation applied to a vector, for example $x^2$, means element-by-element exponent.

Figure 2 shows the Cartesian coordinate system used in this paper.

3 Assumptions and Simplifications

The mathematical derivation in this paper is subject to the following assumptions and simplifications:

1. The beam is made of a linear, elastic material and has identical cross section over its entire length.
2. Only the beam segment between the supports shown in Figure 1 is considered. That is, possible beam segments outside these supports are disregarded.
3. The beam is assumed not to move horizontally at the center of its length, i.e. where the $F$ arrow points in Figure 1. During the physical bending stiffness tests this constraint is enforced by the design of the bending stiffness rig.
4. The developed model is quasi-static, i.e. inertia and kinetic energy are disregarded.
5. The height of the beam is small compared to the length between the beam supports, $L$.

4 Total Potential Energy and Constraints

In Komperød (2018) the total potential energy, $P$, was found to be
\[ P = \frac{1}{2} EI \int_{\text{beam length}} \kappa^2 \, ds + \bar{m} g \int_{\text{beam length}} u \, ds. \]  
(1)

The upper right term of Eq. 1 is the beam’s strain energy due to bending, while the lower right term is the beam’s gravitational energy. In the equation \( EI \) is the beam’s bending stiffness and \( \kappa \) is its bending curvature, while \( s \) is the cable length parameter. Further, \( \bar{m} \) and \( g \) are the beam’s mass per unit length and the acceleration of gravity, respectively, and \( u \) is the beam’s deflection. \( u \) is a function of \( s \), while \( \kappa \) is a function of the first- and second derivatives of \( u \).

Also the constraints were found in Komperød (2018). They are

\[ u(\text{left end}) = 0, \]  
(2)
\[ u(\text{center}) = u_p, \]  
(3)
\[ u(\text{right end}) = 0, \]  
(4)
\[ u(s) \in C^2. \]  
(5)

The constraints of Eqs. 2, 3, and 4 follow directly from the rig design as sketched in Figure 1. In Eq. 3, \( u_p \) is the position of the piston which applies the force \( F_p \).

In Eq. 5, \( C^2 \) is the set all functions which are continuous and have continuous first- and second derivatives (and possibly continuous higher order derivatives). Hence, the practical interpretation of this constraint is that the beam’s deflection, deflection angle, and curvature are continuous. The third derivative is known to be discontinuous at the point load \( F_p \) of Figure 1. These results are all well known from beam theory.

### 5 Numerical Solution

The overall problem is to minimize the total potential energy, i.e. Eq. 1, w.r.t. the constraints given by Eqs. 2 - 5. This section solves this problem using numerical mathematics.

#### 5.1 Calculating the Total Potential Energy

The total potential energy is given by Eq. 1. In order to be calculated numerically, the integration limits must be expressed numerically, and the curvature \( \kappa \) must be expressed in terms of the deflection \( u \).

It is more convenient to use the horizontal coordinate \( x \), rather than the cable length parameter \( s \), as the integration variable. The arc length formula relates \( x \) and \( s \), i.e.

\[ ds = \left[ 1 + \left( \frac{du}{dx} \right)^2 \right]^{\frac{1}{2}} \, dx. \]  
(6)

Using \( x \) as the integration variable and the Cartesian coordinate system of Figure 2 gives that the integration limits are \(-\frac{L}{2}\) and \(\frac{L}{2}\), where \( L \) is the distance between the beam supports. The curvature is related to the deflection by

\[ \kappa = \frac{d^2 u}{dx^2} \left[ 1 + \left( \frac{du}{dx} \right)^2 \right]^{-\frac{3}{2}}. \]  
(7)

Hence, Eq. 1 can be written as

\[ P = \frac{1}{2} EI \int_{-L/2}^{L/2} \left( \frac{d^2 u}{dx^2} \right)^2 \left[ 1 + \left( \frac{du}{dx} \right)^2 \right]^{-\frac{3}{2}} \, dx \]  
(8)

\[ + \bar{m} g \int_{-L/2}^{L/2} u \left[ 1 + \left( \frac{du}{dx} \right)^2 \right]^{\frac{1}{2}} \, dx. \]

Similar to in Komperød (2018), the unknown \( u \) that minimizes the total potential energy cannot be calculated directly. Instead \( u \) will be calculated at discrete, Chebyshev-distributed points which can later be interpolated. The points will be Chebyshev-distributed over the left half of the beam, and Chebyshev-distributed over the right half of the beam, rather than being Chebyshev-distributed over the entire beam. This is done to avoid that the discontinuity of the third derivative at the center point disturbs the excellent convergence properties of Chebyshev series for functions in \( C^2 \).

Let \( \mathbf{u} \) be a vector with the \( N \) discrete points of \( u \), where \( N \) is an even number. It is convenient to introduce

\[ \bar{N} = N/2, \]  
(9)
\[ \bar{\mathbf{u}}_L = \mathbf{u}[1 : \bar{N}], \]  
(10)
\[ \bar{\mathbf{u}}_R = \mathbf{u}[\bar{N} + 1 : N]. \]  
(11)

Hence, \( \bar{\mathbf{u}}_L \) is the discrete points of \( u \) on the left half of the beam, and \( \bar{\mathbf{u}}_R \) is the discrete points of the right half. Note that the last element of \( \bar{\mathbf{u}}_L \) must be equal to the first element of \( \bar{\mathbf{u}}_R \), because they both equals the piston deflection, \( u_p \). This will later be enforce through a constraint.

The first and second derivative of \( u \) at the Chebyshev nodes can be calculated using the Chebyshev first-derivative and second-derivative matrices \( \mathbf{D}_1 \) and \( \mathbf{D}_2 \). Once the total potential energy per unit length is calculated at the Chebyshev nodes, the total potential energy
over the beam can be calculated using Clenshaw-Curtis quadrature. Both the Chebyshev derivative matrices and Clenshaw-Curtis quadrature are explained in Reid (2014).

Hence, the total potential energy over the beam is

\[
P = \frac{EI}{8} \left( (D_2 \bar{u}_L)^2 \cdot [I_{N \times 1} + (D_1 \bar{u}_L)^2]^{-\frac{3}{2}} \right) \cdot \bar{c}
\]

\[
+ \frac{EI}{8} \left( (D_2 \bar{u}_R)^2 \cdot [I_{1 \times 1} + (D_1 \bar{u}_R)^2]^{-\frac{3}{2}} \right) \cdot \bar{c}
\]

\[
+ \frac{mgL}{4} \left( \bar{u}_L \cdot [I_{N \times 1} + (D_1 \bar{u}_L)^2]^{\frac{1}{2}} \right) \cdot \bar{c}
\]

\[
+ \frac{mgL}{4} \left( \bar{u}_R \cdot [I_{1 \times 1} + (D_1 \bar{u}_R)^2]^{\frac{1}{2}} \right) \cdot \bar{c}.
\]

In Eq. 12 all vectors are of dimension $\bar{N} \times 1$ and all matrices are of dimension $\bar{N} \times \bar{N}$. The vector $\bar{c}$ is the vector of the Clenshaw-Curtis quadrature weights for the standard integration interval $[-1, 1]$. The vector $\mathbf{1}$ is the vector which all elements are 1 and its dimension is given by the subscript. On the right side of Eq. 12 the first row is the strain energy of the left half of the beam, the second row is the strain energy of the right half of the beam, the third row is the gravitational energy of the left half of the beam, and the forth row is the gravitational energy of the right half of the beam.

5.2 Constraints

The overall problem to be solved is to minimize Eq. 12 subject to the constraints of Eqs. 2 - 5. This section considers how to implement these constraints, while the subsequent sections present how to solve the optimization problem.

The constraints of Eq. 2 and Eq. 4 are straightforward to implement; they become

\[
u[0] = 0,
\]

\[
u[N] = 0.
\]

Because two vector elements of $\nu$ represent the deflection at center, i.e. at $x = 0$, the constraint of Eq. 3 can be implemented in three different ways: (i) $\nu[N] = \nu_p$ and $\nu[N+1] = \nu_p$, (ii) $\nu[N] = \nu_p$ and $\nu[N+1] = \nu[N]$, or (iii) $\nu[N] = \nu[N+1]$ and $\nu[N+1] = \nu_p$. All choices give the same information, and hence the same results. However, the latter two choices give more straightforward interpretation of the Lagrange multipliers. The second choice is used in this paper. The constraints are then

\[
u[N] = \nu_p,
\]

\[
u[N] - \nu[N+1] = 0.
\]

As explained in Komperød (2018), the constraint of Eq. 5 will be obeyed if and only if $\nu$ and its first- and second derivatives are continuous at $x = 0$. $\nu$ is continuous by Eq. 16. The first- and second derivatives are continuous by enforcing

\[
D_1[N; :] \bar{u}_L - D_1[1; :] \bar{u}_R = 0,
\]

\[
D_2[N; :] \bar{u}_L - D_2[1; :] \bar{u}_R = 0.
\]

The constraints are implemented in the order Eq. 13, Eq. 15, Eq. 16, Eq. 14, Eq. 17, and Eq. 18. Although the total potential energy, i.e. Eq. 12, is nonlinear, all constraints are linear. Hence, the constraints can be written in matrix form as

\[
u = u_\nu \mathbf{b},
\]

\[
\mathbf{A} = \begin{bmatrix}
i_1^T \\
i_N^T \\
i_{N+1}^T \\
i_N^T \\
D_1[N; :] & -D_1[1; :]
\end{bmatrix} \in \mathbb{R}^{6 \times N},
\]

\[
\mathbf{b} = \begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} \in \mathbb{R}^{6 \times 1}.
\]

In Eq. 20, $i_j$ is the $j$th column of the $N \times N$ identity matrix. Note that in the third row of the matrix $\mathbf{A}$ two vectors of dimension $N$ are subtracted, while in the fifth and sixth rows two vectors of dimension $N$ are concatenated into one vector of dimension $N$.

5.3 Transforming to an Unconstrained Optimization Problem

The vector $\nu^*$ that minimizes the constrained optimization problem of Eq. 12 and Eq. 19 must obey Eq. 19. The matrix $\mathbf{A}$ of Eq. 20 has full rank, i.e. rank 6, otherwise the constraints would have been redundant or contradictory. Hence, $\mathbf{A}$ has a nullspace of dimension $N - 6$. That is, there are $N - 6$ independent vectors that solves the homogeneous equation

\[
u = 0_{N \times 1},
\]

where 0 is the vector which all elements are zero and its dimension is given by the subscript. Let $\mathbf{U} \in \mathbb{R}^{N \times (N-6)}$ be a matrix which columns are an orthonormal basis of the nullspace of $\mathbf{A}$. Then the homogeneous equation can be written
\[ \mathbf{A} \mathbf{u} = \mathbf{b}. \]  
(24)

Then, multiplying Eq. 24 by \( \mathbf{u}_p \) and adding Eq. 23 gives

\[ \mathbf{A} (\mathbf{u}_p \mathbf{u}_s + \mathbf{w}) = \mathbf{u}_p \mathbf{b}. \]  
(25)

Hence, the deflection vector \( \mathbf{u} \) given by

\[ \mathbf{u} = \mathbf{u}_p \mathbf{u}_s + \mathbf{w} \]  
(26)

obeys all constraints for any \( \mathbf{w} \). In order words, the \( N-6 \) elements of \( \mathbf{w} \) are the \( N-6 \) degrees of freedom for minimizing the total potential energy, \( \mathbf{P} \), given by Eq. 12. Expressed mathematically, the constrained optimization problem is transformed into the unconstrained optimization problem

\[ \mathbf{w}^* = \arg\min_{\mathbf{w}} \mathbf{P}(\mathbf{u}(\mathbf{w})). \]  
(27)

### 5.4 Initial Values for Iterative Optimization

Because \( \mathbf{Uw} \), for any \( \mathbf{w} \), added to a particular solution \( \mathbf{u}_s \) gives a new particular solution, there are infinite number of particular solutions that satisfy Eq. 24. An intuitive approach is to calculate a particular solution from Eq. 24 using linear algebra. However, many optimization methods, including Newton’s method and Quasi-Newton methods, depend on sufficiently good initial values in order to converge to the global minimum. A solution of Eq. 24 found from linear algebra may be a very poor initial value for the optimization method.

A better method for finding a particular solution that is also a good initial value for the optimization method is to use the analytical solution of the beam equation. Although the analytical solution is valid only for infinitesimal deflections, it is still a decent initial value. For most real-life bending stiffness tests of cables the effect of gravity is small. Hence, the gravity term can be excluded from the analytical solution when calculating the initial values. The analytical solution then becomes

\[ \mathbf{u} = \begin{cases} -\frac{4}{L} x^3 - \frac{6}{L^2} x^2 + 1, & x < 0 \\ \frac{4}{L^2} x^3 - \frac{6}{L^2} x^2 + 1, & x \geq 0 \end{cases}. \]  
(28)

It is trivial to verify that Eq. 28 obeys the constraints of Eqs. 2 - 5 for \( \mathbf{u}_p = 1 \). Hence, the discrete-point deflection vector \( \mathbf{u} \) calculated by evaluating Eq. 28 at the Chebyshev points is a particular solution of Eq. 24 and a good initial value for the optimization method.

A most favorable property of Eq. 28 is that it does not depend on the deflection force, \( \mathbf{F} \), or the beam’s bending stiffness, \( \mathbf{EI} \). This is because the force and the bending stiffness cancel in the calculation of the deflection, \( \mathbf{u} \). Actually, calculation of the deflection depends only on the length between the beam supports, \( L \), which is trivial to measure prior to the bending stiffness tests.

If gravity is to be taken into consideration, the particular solution will be somewhat more complex and it will depend on the beam’s specific weight, \( \mathbf{m} \), and its bending stiffness, \( \mathbf{EI} \). In other words, an initial guess of the bending stiffness will then be necessary. Please note that even if gravity is neglected when calculating the particular solution, gravity will still be included during the optimization, and hence be included in the final calculation of the deflection.

### 5.5 Iterative Optimization

The approach presented in Section 5.4 provides good initial values, which significantly ease the iterative optimization process. The results presented in this paper will in future work be extended with (i) nonlinear materials and (ii) shear forces of helical cable elements. Because these extensions may significantly change the characteristics of the optimization problem, the choice of optimization method has not yet been settled.

Also the choice of number of nodes, \( N \), will need further attention. Too few nodes will not provide sufficient flexibility to represent the beam’s or cable’s true behavior. However, a large number of nodes increase the computation time and may increase the risk that the optimization algorithm get trapped in a local minimum or fails due to accumulations of arithmetic errors.

The preliminary conclusions based on the work done so far are:

1. Good choices of \( N \) seems to be in the range 14 to 20, i.e. \( N \) in the range 7 to 10. Higher values of \( N \) give no or insignificant reduction of the total potential energy, \( \mathbf{P} \). Lower values of \( N \) gives somewhat increased \( \mathbf{P} \), which indicates insufficient flexibility to resemble the beam’s true deflection profile. The proposed range of \( N \) gives rapid convergence and no issues with local minima or arithmetic errors have been observed.

2. Newton’s method converges very rapidly and no failures have been observed in the proposed range of \( N \). The method converges also for \( N = 50 \), while it fails for \( N = 100 \). The intermediate values have not been tested. Calculation of the elements of the Hessian matrix and the gradient vector are done numerically using finite differences, because analytical calculations will not be an option after implementing non-
linear materials and shear forces. After implementing these improvements, calculation of the Hessian matrix may be expensive in terms of CPU load.

3. The gradient decent method performs poorly; it converges very slowly for small values of $N$, and it fails to reach the global minimum for larger $N$.

4. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) method can roughly be considered a hybrid between the gradient decent method and Newton’s method; it starts off identically to the gradient decent method and then uses the information gained during the iterations to build an estimate of the Hessian matrix, which makes it gradually resemble the properties of Newton’s method.

Similar to Newton’s method, the BFGS method performs very well within the proposed range of $N$. Actually, the BFGS method converges to the global minimum for $N = 100$, where the two former methods both fail. The BFGS method fails for $N = 200$, while the intermediate values have not been tested.

The BFGS method avoids the expensive computation of the Hessian matrix. However, the method requires a larger number of iterations than Newton’s method, and may require several calculations of the total potential energy, $P$, to get the correct step length within each iteration. Hence, further study must be performed in order to conclude whether Newton’s method or the BFGS method is the most efficient for this particular optimization problem.

6 Calculating Deflection Force

In the physical bending stiffness rig the piston’s deflection, $u_p$, and deflection force, $F_p$, are measured. Hence, comparisons between the physical tests and the cable model will focus on these variables. In the model the deflection is given as a constraint, while the force is to be calculated. The force is given as the derivative of the total potential energy w.r.t. the deflection, i.e.

$$ F_p = \frac{\partial P}{\partial u_p}. \quad (29) $$

Based on Eq. 29 the force can be calculated using finite differences or the Chebyshev first-derivative matrix $D_1$.

The motivation behind the work presented in this paper is to improve the calculations derived in Komperød (2018), because the latter depend on simplifications which are valid only for infinitesimal deflections. It is then of interest to compare the two calculation methods to answer whether they differ significantly or not. Figure 3 presents the calculated deflection force, $F_p$, as function of the deflection, $u_p$, for the two approaches. The calculations are done for a steel tube with bending stiffness $124.1 \text{ kNm}^2$ and specific mass $8.257 \text{ kg/m}$. The distance between the supports are $3.000 \text{ m}$. The interval $u_p \in [-0.4, 0.4]$ is the range of the piston on the bending stiffness rig. The BFGS method with $N = 20$ was used.

![Figure 3. Deflection force calculated from the present paper and from Komperød (2018). The dots represent Chebyshev-distributed points and the lines represent interpolations between these points. For the present paper the force is calculated using Eq. 29 and the Chebyshev first-derivative matrix $D_1$. For Komperød (2018) the force is calculated from Lagrange multipliers as explained in that paper.](image)

As seen from Figure 3, the two approaches give near identical results for small deflections, i.e. deflections close to zero, while the model of Komperød (2018) becomes increasingly inaccurate for larger deflections. Figure 4 shows the relative error of Komperød (2018) compared to the calculations derived in the present paper. As seen from the figure, the relative error resembles a parabola quite well. Hence, the relative error increases approximately by the deflection squared. The reason behind this relationship has not been studied. The largest relative error shown in the figure is almost 20%.

Based on Figures 3 and 4, it is concluded that the approach of Komperød (2018) gives high accuracy for small deflections, but should be avoided for larger deflections. This result was expected because Komperød (2018) is based on the assumption of infinitesimal deflections. Please note that the deflection range for which the latter approach will give high accuracy will depend on the length between the supports, $L$. Therefore, the error indicated by Figures 3 and 4 should not be generalized to arbitrary values of $L$.

7 On Lagrange Multipliers

In the present paper, the author chooses to use the constraints to reduce the number of variables and hence improve the convergence of the optimization problem. In Komperød (2018) the constraints are handled using Lagrange multipliers, which give additional information as the majority of the Lagrange multipliers have physical in-
A parabola on the form \( a \ u^2 \), where \( a \) is a parameter set so that the parabola and the relative error graph match at \( u_p = 0.4 \).

Figure 4. Relative error of Komperød (2018) compared to the calculations derived in the present paper. The figure also shows a parabola on the form \( a \ u^2 \), where \( a \) is a parameter set so that the parabola and the relative error graph match at \( u_p = 0.4 \).

terpretations.

Because the Lagrange multipliers are the sensitivities of the optimized value, in this case the minimum total potential energy, w.r.t. infinitesimal perturbations of the constraints, the Lagrange multipliers can easily be found from the approached derived in the present paper at the expense of additional iterations. That is, infinitesimal perturbations are added to the right hand side of Eq. 19 and the total potential energy is then re-optimized. The author has tested this method and found that it gives correct results. Further details and demonstrations of the method are beyond the scope of this paper.

8 Further Work

The work presented in this paper is the second milestone toward modeling subsea power cables and umbilicals during bending stiffness tests. The remaining milestones are (i) modeling nonlinear materials and (ii) modeling shear forces between the cable elements. The final model will be validated against the results from the physical bending stiffness tests. Once the model is completed and validated, it can be used for other calculations and simulations only by changing its loads and the boundary conditions.

This modeling work is part of Nexans Norway AS’ continuous work on improving modeling and physical testing of subsea power cables and umbilicals. This work enables the company to install cables and umbilicals in ever deeper waters, in lower temperature areas, and under harsher weather conditions.

9 Conclusions

This paper improves the work of Komperød (2018) to correctly handle large deflections. Comparing the previous model and the improved model shows that the relative error of the previous model increases roughly by the deflection squared. For the example presented in this paper the largest relative difference is near 20%.

From the author’s point of view, the only significant disadvantage of the improved model is that it depends on iterative optimization, while the previous model is solved explicitly. However, as shown in this paper, the analytical solution of the beam equation can be used as initial values for the iterative optimization. Using these initial values, both Newton’s method and the BFGS method solve the optimization problem quickly, while the gradient decent method is very slow and may fail to converge to the correct values.

The author concludes that the modeling work presented in this paper is successful. This opens up for the next milestone, which is to include nonlinear materials in the model. The final goal of the overall R&D activity is to develop models which are feasible compromises between accuracy, complexity, and computation time, and which are validated against physical bending stiffness tests.
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Abstract
Triclosan (TCS) has been used as an antibacterial additive in several personal care products (PCPs) for more than 40 years. In animals studies, it is observed that TCS in rats has adverse effects on the endocrine function and thyroid hormone homeostasis, and intensify antibiotic resistance. In human studies, significant levels of TCS are detected in human plasma and breast milk. In this study, a Physiologically Based Pharmacokinetic or Toxicokinetic (PBPK/K/TK) model is developed to describe the concentration of triclosan in human organs after exposure through the skin (dermal) or orally. Several studies have been conducted on toxicokinetics of TCS, but there is a lack of information on parameters for PBPK models. In this paper, focus is on finding parameters for TCS to be used in the PBPK model. In a first case, the PBPK model was based on data for TCS and the structurally related chemical Bisphenol A (BPA), in a second case, partition coefficients were found using Poulin’s method. The simulations were carried out using MATLAB, and the results for the two cases are compared.

Keywords: Triclosan, PBPK, Model parameters

1 Introduction
In everyday life people are surrounded by products which contain chemicals that might have negative effects on the human body. Many chemical compounds can be intentionally or unintentionally inhaled, ingested, or dermally absorbed. Various risks that could incur upon exposure are investigated (Fang et al., 2010). In animals studies, it is observed that triclosan (TCS) in rats has adverse effects on the endocrine function and thyroid hormone homeostasis, and intensify antibiotic resistance. The widespread application of TCS in numerous personal care and household products such as disinfectants, soaps, detergents, toothpastes, mouthwashes, fabrics, deodorants, shampoo, plastic additives in addition to several veterinary and industrial products (Dann and Hontela, 2011), has led to concerns regarding human health risks (Vingskés and Spann, 2018). TCS, an organic compound categorized as a polychloro phenoxyphenol, is a chlorinated aromatic compound that has functional groups representative of both ethers and phenol. Invented more than 40 years ago, and used increasingly over the past 25 years, regulations were eventually invoked in 2010 by the European Community Cosmetic Directive on the use of TCS, limiting the concentration of TCS at 0.1-0.3% of product weight in personal care products. This percentage is considered safe in everyday products defined as toothpaste, hand soaps, shower gels, and deodorants (Dann and Hontela, 2011). The effects of TCS as an environmental chemical is also of concern, but this is not considered further here.

Physiologically based pharmacokinetic (PBPK) modeling and simulation can be used to predict the pharmacokinetic behavior of drugs in humans using clinical data (Zhao et al., 2011). The purpose for developing a PBPK for TCS is the wide exposure to the substance and lack of information about its toxicity on long-term use. Another reason, not to be underestimated, is the reduction of experiments on animals, for ethical reasons. PBPK modeling is a quantitative attempt to model the drug distribution in the body in compartments and to predict tissue concentration within specific organs (liver, kidney), tissue (skin, muscle), and body fluids (blood, Cerebrospinal fluid (CSF) and urine).

Here, we report the absorption, distribution, metabolism and excretion (ADME) of TCS after exposure via the dermal and/or oral route. Section 2 gives an overview of the system, the dynamic model is presented in Section 3, simulation results are presented and discussed in Section 4, and some conclusions are drawn in Section 5.

2 System Overview
2.1 Organs and Topology
Organs, blood flow, topology, and intake of TCS is illustrated in Figure 1.

The model equations follow the principles of mass transport, fluid dynamics, and biochemistry in order to simulate the evolution of a substance in the body (Campbell et al., 2012). PBPK models can predict the timescales and concentration in which TCS appear and disappear from various organs of the body, for setting dosing guidelines and risk assessment. Each compartment is described by capillary blood flow and capillary-tissue volume, as well as partitioning between capillary-tissue.

Each tissue is defined with assumptions of either perfusion-rate-limited or permeability-rate-limited.
Perfusion-rate-limited kinetics tends to exist for small lipophilic molecules where the blood flow to the tissue proved to be the limiting process of the absorption. Permeability-rate-limited kinetics occurs for more hydrophilic and larger molecules where the permeability across the cell membrane becomes the limiting process of absorption. (Zhuang and Lu, 2016).

2.2 Triclosan and Data

Triclosan is used as an anti-bacterial component in toothpaste, deodorant, etc. The anti-bacterial operation of Triclosan is as follows. The cell membrane of bacteria is held together by a lipid bi-layer. In order for bacteria to live and grow, this lipid bi-layer must be able to grow. This growth takes place when a regulatory gene, named FabI, encodes an enzyme called enoyl-acyl carrier protein reductase (ENR) such that lipids can attach to the active site of ENR and then be inserted into the bi-layer. If Triclosan is present, Triclosan is instead adsorbed to the active site of ENR and blocks the uptake of lipids. This effectively blocks the growth of bacteria cells.

Triclosan has chemical formulæ C\textsubscript{12}H\textsubscript{7}Cl\textsubscript{3}O\textsubscript{2} (CAS number 3380-34-5), with chemical structure as indicated in Fig. 2.

Triclosan is a colorless to off-white crystalline powder with a slightly aromatic odor, and is tasteless. Triclosan has low solubility in water (0.1g/L) but much higher solubility in lipids (fatty acids). Physical-chemistry data for TCS are limited, and it may be necessary instead to use data for structurally related molecules.

Bisphenol A (BPA; 2,2-bis(4-hydroxyphenyl)propane) is a chemical compound found in many products (Konieczna et al., 2015), hence important data are readily available. BPA is an organic compound composed of two phenol rings connected by a methyl bridge, with two methyl functional groups attached to the bridge, Fig. 3.

BPA is structurally related molecule to TCS, Figures 2 and 3. Although they have differences, important properties such as the octanol/water coefficient are in the same range, Table 1.

In addition, major metabolism through sulphatation and glucuronidation is the same. It can be assumed that TCS and BPA have a comparable tendency of to be solubilized in tissue.

2.3 Triclosan Metabolism

Triclosan metabolizes to form conjugates triclosan sulfate and triclosan glucuronide, Fig. 4.

The operation of triclosan metabolism is as follows. A family of enzymes known as SULT (sulfotransferase) catalyze the transfer of a sulfonate group (-SO\textsubscript{3}\textsuperscript{-}) from PAPS (3′-phosphoadenosine-5′-phosphosulfate) to triclosan, forming the conjugate triclosan sulfate with the release of PAP (3-phosphoadenosine-5-phosphate). Denoting triclosan by T and triclosan sulfate by T\textsubscript{S} we can write the overall reaction as

\[ \text{PAPS} + T \xrightarrow{\text{SULT}} T\textsubscript{S} + \text{PAP}. \]

Similarly, an enzyme known as UGT (Uridine 5′-diphospho-glucuronosyl transferase = UDP-glucuronosyl transferase) catalyzes the transfer of the glucuronic acid

<table>
<thead>
<tr>
<th>TCS</th>
<th>BPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_w)</td>
<td>289.53 g/mol</td>
</tr>
<tr>
<td>(\log K_{ow})</td>
<td>4.76</td>
</tr>
</tbody>
</table>
component of UDP-glucuronic acid to triclosan, forming the conjugate triclosan glucuronide as well as a residual of UDP-glucuronic acid. Denoting UDP-glucuronic acid by \( G \), the conjugate \textit{triclosan glucuronide} by \( T_G \), and the residual of UDP-glucuronic acid by \( G \), we can write the overall reaction as

\[
G + T \rightarrow \text{UGT} \rightarrow T_G + G.
\]

In both cases, triclosan (T, substrate) is adsorbed on the enzyme surface and covers/is inserted into the active site of the enzyme. Provided that triclosan has been adsorbed into the active site, we assume that a co-substrate (PAPS or G) also is adsorbed at the active site, forming a substrate-co-substrate complex. Next, a reaction takes place in this complex formed at the active site, and conjugated triclosan (\( T_S \) or \( T_G \)) is formed together with a co-product (PAP or \( G \)) and these then desorb from the active site. Under the conditions of constant enzyme concentration and constant co-substrate concentration, the overall reaction rate referring to triclosan can be written as:

\[
\hat{r}_j = \rho_{max} \frac{c_T}{c_T + K_j^T}
\]

where \([\hat{r}_j]\) is given in mole/(time and protein mass), and 
\( j \in \{S, G\} \). The individual reaction rates are thus:

\[
\hat{r}_S = \rho_{Smax} \frac{c_T}{c_T + K_j^S},
\]

\[
\hat{r}_G = \rho_{Gmax} \frac{c_T}{c_T + K_j^G}.
\]

The conjugation of triclosan has been demonstrated in vitro in the human liver microsomes or cytosol (Wang et al., 2004), and the parameters taken from this study are shown in Table 2.

From Table 2 it should be observed that the molar rates of generation are given as

\[
\hat{n}_j^e = \hat{r}_j \cdot m_{p,j}
\]

where \( m_{p,j} \) is the relevant mass of protein in the liver. It should be noted that the available protein mass differs in sulfonation and glucuronidation: (Wang et al., 2004) indicate that sulfonation takes place in the human liver cytosol while glucuronidation takes place in the liver microsomes. Ideally, we would like to relate \( m_{p,j} \) to the mass \( m_h \) of the liver (hepatic mass) as an organ instead, in other words to find \( \xi_j \) satisfying

\[
m_{p,j} = \xi_j m_h.
\]

In (Cubitt et al., 2009), the hepatic cytosolic scaling factor was found in the range \( \bar{\xi}^h_b \in [45, 134] \) mg protein in liver cytosol per g of liver, with a mean weighted value \( \overline{\bar{\xi}^h_b} = 80.7 \times 10^{-3} \). They also report a typical fraction protein in intestine cytosol per g intestine to be \( \bar{\xi}^i_b = 18 \times 10^{-3} \). Observe that the rate numbers given in Table 2 do not necessarily carry over from liver to intestine.

In (Barter et al., 2007), experimental results are cited in the range \( \bar{\xi}^h_b \in [19, 77] \) mg protein in liver microsomes per g of liver. The value probably varies among individuals, with age, and by gender. A possible useful value may be \( \bar{\xi}^h_b = 30 \times 10^{-3} \).

### 2.4 Partition Coefficients

Most organs include blood flow with TCS through capillaries, and diffusion of TCS from the capillaries into the surrounding tissue. With capillary concentration \( c_c(t) \) of the drug, the tissue concentration is \( \xi_j c_c(t) \) — in a simplified description the tissue concentration is \( \xi_j c_j(t) \) at the interface, and \( c_j(t) \) in the bulk of the tissue; \( \xi_j = \lambda c_j \) where \( \lambda \) is the partition coefficient (PC). The driving force for diffusion is \( \Delta c = c_c - c_j \). For organs where the tissue only interacts with the capillary, at equilibrium, \( \Delta c_{eq} = 0 \), thus \( c_{j,eq} = \lambda c_{c,eq} = \lambda c_{c,eq} \). Accurate partition coefficients is important for getting realistic results.

Finding PCs from \textit{in vivo} experiments takes time and is costly. Some progress has been made in developing correlation formulas for PCs, where the PC is correlated with knowledge of tissue and blood (capillary) composition in terms of neutrolipids, phospholipid, and water fractions. Results in general demonstrate that the correlation formulas can provide a good approximation for partition coefficients (Kuepfer et al., 2016). One such correlation expression is the algorithm of Poulin and Krishnan. Let \( S \) be the solubility in g solute per 100g of solvent. Specifically, we consider the solubility of drug (TCS) in water \( S_w \) and drug in \textit{n}-octanol \( S_o \). The solubilities are taken to be proportional,

\[
S_o = K_{ow} S_w.
\]

<table>
<thead>
<tr>
<th></th>
<th>( K_T^j ) [( \mu mol/L )]</th>
<th>( \rho_{max} ) [( pmol/mm\text{mg}\text{Protein} )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfonation</td>
<td>8.5 ± 3.2</td>
<td>95.9 ± 28.4</td>
</tr>
<tr>
<td>Glucuronidation</td>
<td>107 ± 22.2</td>
<td>739 ± 163</td>
</tr>
</tbody>
</table>

Table 2. Michaelis-Menten reaction parameters for TCS metabolism in human liver (Wang et al., 2004).
Typically, $\log K_{ow}$ is given — here, we use $\log K_{ow} \approx 4.8$ (Fang et al., 2010). With $S_w = 10^{-5}$ at $25^\circ C$, $S_o$ is thus known.

Next, we assume that the drug is associated with neutral lipids (N), phospholipids (P), and water (W) in both tissue (t) and capillaries (blood, b). The fraction of these are denoted $\chi_j$ where $j \in \{N, P, W\}$; values for these fractions are found in (Ye et al., 2016) for each organ. By observing that at equilibrium,

$$\lambda = \frac{c_{l,eq}}{c_{o,eq}} = \frac{c_{l,eq}}{c_{b,eq}},$$

an estimate of the PC can, e.g., be given as described in (Poulin and Krishnan, 1995a,b):

$$\lambda = \frac{\chi_N S_o + \chi_P (0.7 S_w + 0.3 S_o) + \chi_W S_w}{\chi_N b S_o + \chi_P b (0.7 S_w + 0.3 S_o) + \chi_W b S_w}.$$  (10)

Here, it has been assumed that neutral lipids are insoluble in water, and that phospholipids are 70% soluble in water and 30% soluble in n-octanol.

Table 3 shows the PCs for BPA, compared to the PCs for TCS as found from Eq. 10.

### 3 Dynamic Model

#### 3.1 General Balance

As pharmacokinetic models are used for assessing concentration of chemicals in different organism/tissue of a body, the mass balance equations are transferred into differential equations in the form of number of moles. The general species balance in molar form is

$$\frac{dn_j}{dt} = n_j^F - n_j^E + n_j^G,$$  (11)

where:

$n_j$: number of moles of species $j$ accumulated in the volume,

$n_j^F$: influent in moles per unit time of species $j$,

$n_j^E$: effluent in moles per unit time of species $j$,

$n_j^G$: generated number of moles per time unit of species $j$.

#### 3.2 Compartments

Organs are often represented by 2-compartment models consisting of capillary volume and tissue volume. Assuming well mixed volumes and not accumulation of blood, without metabolism, the two volumes can be described by

$$\frac{dc}{dt} = \frac{V}{V_c} \left( c_i - c_c \right) - \frac{\Theta_{2t}}{V_c} \left( c_c - c_i^* \right)$$  (12)

$$\frac{dc_t}{dt} = \frac{\Theta_{2t}}{V_t} \left( c_c - c_i^* \right)$$  (13)

where $c_i = \lambda c_c^*$. Assuming that $\Theta_{2t}$ is "small" (permeation limited),

$$c_c \approx c_i^*,$$  (14)

and the model reduces to

$$\frac{dc_t}{dt} = \frac{\Theta_{2t}}{V_t} \left( c_i^* - \frac{1}{\lambda} c_i \right).$$  (15)

On the other hand, if $\Theta_{2t}$ is "large" (perfusion limited), we will have a quasi steady state where

$$c_c \approx \frac{1}{\lambda} c_i,$$  (16)

thus

$$\frac{dc}{dt} = \frac{V}{V_c} \left( c_i - c_c \right)$$  (17)

and $c_i = \lambda c_c$.

Four organs need special treatment: metabolism takes place in the skin (dermal uptake) and in the liver; for these, metabolism reactions must be included. Furthermore, the GI tract/the intestine (oral intake) or the skin (dermal intake) need to include a transport model for the drug. Finally, the kidney has an additional “leakage” of drug from the tissue to urine.

#### 3.3 Non-metabolic Organs

Whether the system is permeation limited or perfusion limited (or a mixture), the models in Section 3.2 need to be applied to each of free triclosan, triclosan sulfate, and triclosan glucuronide.

#### 3.4 Metabolic Organs

Free triclosan can metabolize (react) into its conjugates; the balances are:

$$\frac{dn_{TSA}}{dt} = \dot{V} \left( c_{TSA}^{\mathrm{c}} - c_{TSA} \right) + \dot{n}_{TSA}^{\mathrm{g}} + \dot{n}_{A2S}$$  (18)

$$\frac{dn_{TSG}}{dt} = \dot{V} \left( c_{TSG}^{\mathrm{c}} - c_{TSG} \right) + \dot{n}_{TSG}^{\mathrm{g}}$$  (19)

$$\frac{dn_{TSA}}{dt} = \dot{V} \left( c_{TSA}^{\mathrm{c}} - c_{TSA} \right) + \dot{n}_{TSA}^{\mathrm{g}}$$  (20)

Here, index $k$ refers to the organ where metabolism takes place — either liver or skin. The term denoted $n_{A2S}$ is the
quantity of triclosan applied on the skin or taken in orally\(^3\). Excretion is through the kidney in the urine, and can be expressed as:

\[ \dot{n}_{j,k,2u} = \Theta_{k,2u} e_{j,\text{ins}}^s \]  

(21)

3.5 Flow Junction

The flow topology has one junction at the inlet to the blood pool. For this junction, no mass is accumulated. Steady state species balances for this junction lead to:

\[ \dot{n}_{k,\text{bp}}^c = \dot{n}_{k,\text{ins}}^c + \dot{n}_{k,\text{br}}^c + \dot{n}_{k,\text{mu}}^c + \dot{n}_{k,\text{sk}}^c + \dot{n}_{k,\text{ki}}^c \]

(22)

\[ \dot{n}_{k,\text{bu}}^c + \dot{n}_{k,\text{fa}}^c + \dot{n}_{k,\text{li}}^c \]

(23)

Here, subscript \( k \) denotes the possible substrate, i.e., free triclosan, glucuronide, and sulfate.

4 Simulation

4.1 Parameters

Once model equations are written, their parameters must be derived from experiments found in the literature, or estimated from correlation formulas such as in Eq. 10. Parameters for BPA were used in the PBPK model for TCS where values for TCS were not found.

Triclosan has been shown to be sulfonated and glucuronidated in human liver, and parameters of TCS are used regarding metabolism of the liver as shown in Table 2. Specific data for metabolism in human skin is lacking. Although the absorption mechanisms are different, metabolism parameters in the skin are lower than those for the liver; it was assumed that 20 percent of the corresponding parameters for the liver can be used for the skin reactions.

4.2 Operating Condition

The following operating condition are used in the model:

- Initial state: all are zero.
- Body Weight (BW): 0.25 kg for rats and 73 kg for human.
- Chemical dose: 0.1 g/kg BW is supplied continuously for 1 hour in rats and 2 hours in humans.
- Consideration: relevant mass of protein in the skin is equal to the relevant mass of the protein of the liver \( m_{p,sk} = m_{p,h} \).

4.3 Simulation Results

The simulations are carried out using MATLAB for both dermal and oral applications, using partition coefficient for BPA, but also using partition coefficients for TCS derived from Poulin’s method. The results for TCS sulfate follow the same pattern as those for TCS glucuronide, and only the TCS glucuronide results are reported due to space constraints.

Figures 5 and 6 show the levels of TCS and TCS glucuronide using BPA coefficient and parameters of TCS found in the literature, or assumed. Organs like small intestine, muscles, and kidney show the same trend: a marked peak in the start due to the intake, while the elimination rate differs for these organs. The concentration of free triclosan is high in the liver and in the skin, compared to the other organs (lungs, fat, bones) because free triclosan is added in these two organs. In Figure 6 for both oral and dermal application, the trend of concentrations of glucuronide in organs is similar to that of free triclosan. The concentrations of the metabolites take relatively long time to settle down. Higher peaks of concentration of metabolites are present in the small intestine, in the liver and in the skin, where the transformation of triclosan takes time.

These results can be compared with the PBPK model for BPA in plasma from (Fowler, 2013) through oral exposure. Their study indicates a rapid increase in concentrations due to intake of the chemical, which goes to zero after some 8 hours. The maximum peak of concentration has the same order of magnitude for free triclosan in the case in Figure 5 for the small intestine and muscle which is the organs where most of the BPA is accumulated (Fowler, 2013). The time axis is not directly comparable, due to a different amount of intake of the chemical. In (Völkel et al., 2002), metabolites of BPA are formed when higher doses of bisphenol are taken in. The results of (Völkel et al., 2002) show that after oral application of low doses of BPA in humans, only a very small percentage of the dose of BPA is available for other bio transformation pathways, due to the rapid glucuronidation.

Similarly, Figures 7 and 8 show the level of TCS and TCS glucuronide based on the Poulin formulae for partition coefficient estimation (Poulin and Krishnan, 1995b). In Figure 7, the concentration in the kidney is higher than that of the liver in the free triclosan of using PCs of BPA; the elimination of TCS takes approximately 10 days. Also, the amount of free triclosan in bones shows a considerable difference from using the PCs of BPA. The time for elimination of the concentrations for other organs seems to take in the order of 2 days. In Figure 8, bones and fat have the highest concentration of TCS glucuronide. It is also interesting to compare the elimination time for TCS glucuronide. The results of simulation using Poulin’s formula for PCs cannot be compared with results in the literature, for the lack comparable results. A high concentration of triclosan and TCS glucuronide is visible in the kidney and the small intestine, both with dermal and oral application.

5 Conclusions

In this study, a PBPK model for triclosan and its conjugates was developed, which indicates their concentration
Figure 5. Free Triclosan concentration simulated using BPA PCs.

Figure 6. Glucuronide concentration of TCS simulated using BPA PCs.
Figure 7. Free Triclosan concentration simulated using formula of Poulin for PCs.

Figure 8. Glucuronide concentration of TCS simulated using formula of Poulin for PCs.
in organs of the human body. Organs such as muscles, fat, kidney, and liver have higher concentrations than the other organs, which seems reasonable and is in line with (Fang et al., 2010). The unavailability of parameters for Triclosan and simulation/experimental results for Triclosan in the literature makes it difficult to verify the results further at the moment.
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Abstract

For safety-critical marine operations, the dynamically positioned (DP) vessel should maintain a predetermined heading and position for varying environmental conditions using the thrusters. Studying the effect of each thruster to the capability of DP vessels is significance but challenging. This paper presents a data-driven and variance-based sensitivity analysis (SA) approach that can dig into the ship sensor data to estimate the influence of each thruster for DP operations. Considering high-computational cost of variance-based SA, an Extreme Learning Machine (ELM) -based SA is proposed. To apply the SA to sensor data, an ANN is built and trained on the basis of ship sensor data and then employed as a surrogate model to generate Monte Carlo (MC) samples. A benchmark test shows the correctness of the proposed approach. A case study of SA in DP operation is conducted and the experimental results show that the proposed approach can rank and identify the most sensitive factors. The proposed approach highlights the application of variance-based SA in data-driven modeling for ship intelligence.

Keywords: dynamical positioning, sensitivity analysis, thrust analysis, data-driven modeling

1 Introduction

With the development of oil and gas exploration and other operations in the deep sea, DP vessels have obtained more and more attention. A DP vessel is defined as a vessel that can maintain a specified position and heading automatically by employing its thrusters to guarantee the continuous offshore operation (Sørensen, 2011). The safety of operation of the DP vessel is often the first consideration to be paid attention to, especially in those safety-critical operations such as drilling, oil production, and off-loading, where the positioning and heading accuracy are very high, regardless of the environmental conditions. To satisfy the critical requirements, it is necessary to understand the effect of each thruster to against the environmental factors (Xu et al., 2015; Pivano et al., 2012).

However, it is not an easy task to study the influence of each thruster in DP vessels. Mahfouz and El-Tahan developed a software program with the aim of selecting and configuring the thrusters for the newly designed DP vessels (Mahfouz and El-Tahan, 2006). A program which is named as DPCAP is developed by the Maritime Research Institute Netherlands (MARIN) with the purpose of analyzing the thruster capacity of the DP vessels. The main drawback of the DPCAP is that there is no quantitative method to compare the different thruster configurations. To improve the ability of DPCAP, Xu et al. proposed a novel thrust sensitivity analysis on the basis of a newly defined synthesized positioning capability criterion for marine vessels (Xu et al., 2015). The main limitation of this method is that it employs local sensitivity analysis (LSA), which can only reflect the characteristics of the synthesized capability at some fixed points in the input space.

To address the limitation of Xu’s method to study the effect of each thruster in DP vessels, a data-driven and variance-based SA approach is proposed. The approach utilizes the historical data of DP to analyze the influence of each thruster. In addition, in order to be able to apply the proposed method to most marine operations to mine useful information, this paper also proposes a framework for data analysis in marine operations.

Our on-going project aims to develop intelligent systems to support decision making in various maritime operations. A new integrated platform including data analysis tools, and data-driven modeling technique is designed, which will serve the maritime industry for improving operational effectiveness and safety. In this paper, only data analysis tools part would be focused on. The variance-based SA would be employed to understand the DP data (Fernández-Navarro et al., 2017). In the case of only sensor data available, it is still a challenge to employ the variance-based SA directly to the sensor data of the DP vessels. Thus, a fitted and validated surrogate model representing the motion of DP vessel is constructed on the basis of sensor data that are observed in a simulated vessel. To accelerate the SA, an ELM is adapted. The contribution of this paper includes (1) introducing a framework of data analysis for offshore operations, and (2) providing a data-driven SA method that is capable of coping with the SA on the DP data.
Figure 1. Framework of data analysis in offshore operations.

The rest of the paper is organized as follows. Section 2 shortly introduces the overall structure of the data analysis framework. In Section 3, the ELM-based sensitivity analysis is described in detail. Section 4 presents case studies and evaluation results. Conclusion and future work are shown in Section 5.

2 Framework of data analysis for offshore operations

Due to the significant uncertainties and various operating conditions, offshore operations are complex and hazardous. Operational safety is a major issue and is easily challenged by harsh marine environments, complex geological conditions, and human and equipment factors. The conventional model-based solutions require an in-depth knowledge of the offshore operations, which are impractical for complicated offshore operations. Fortunately, with the rapid development of technologies such as data collection, data mining and artificial intelligence, the extraction of useful information has been significantly improved in the offshore operations (Li et al., 2016, 2017). Hence, data-driven technology is an alternative that can be used for efficient operational monitoring and data analysis (Cheng et al., 2017; Wang et al., 2016).

A considerable amount of sensor data has been accumulated in all kinds of offshore operations. Analyzing these data has the following difficulties: 1) the sensor data to be analyzed are usually too large and high dimensional; 2) they usually contain measurement-induced noise and redundant information, which makes it difficult to analyze accurately; 3) It is not easy to intuitively interpret the data from multiple sensors. Furthermore, there are many uncertainties in these data, which are influenced by a variety of factors, such as weather conditions, human factors, and so on. How to characterize and reduce that uncertainty is becoming more and more popular in engineering research. As an aspect of uncertainty quantification, the SA is defined as the investigation of “how uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input factors” (Saltelli, 2002). SA has been widely used for industrial applications with different purposes, mainly including assessing the uncertainty, calibrating the model, and making robust decision (Pianosi et al., 2016). In general, SA could be implemented in either a local or a global manner. The difference is that the former analyzes the effect of a single input on the output and treats the other inputs as deterministic values; whereas the latter examines the sensitivity from the perspective of the entire range of each input’s variation.

Figure 1 illustrates a possible scheme of the data analysis for offshore operations. Note that the sensitivity analysis module is the core of the scheme. It takes the sensor data from numerous offshore applications as input and the designated metric, e.g., the capability of DP vessels, as output, to quantify how much the input contributes to the output. The result can benefit both the DP system performance assessment and behavior analysis in waves. For example, if one thruster accounts for one of the main factors for DP system, this element will be given more attention, since, if it fails, the remaining thrusters may not possible produce sufficient forces to keep the vessel on the predetermined position and heading. The information from the sensitivity analysis can also be obtained to establish an estimator for sea state identification. Based on the framework, it is possible to implement an intelligent system that utilizes data analysis method, artificial intelligent algorithms and advance control theory to achieve ship intelligence for various purposes ranging from sea state estimation, risk assessment, manoeuvring evaluation, sensor diagnosis to behavior analysis.

3 Proposed Approach

To test the feasibility of the introduced data analysis framework, a data-driven sensitivity analysis approach for DP operations is proposed, as shown in Figure 2. The process of the proposed approach is as follows: (1) Training the artificial neural network (ANN) to generate a surrogate model on the basis of DP sensor data. (2) Validating the model. (3) Performing variance-based SA on the well-trained surrogate model. In order to accelerate
3.2 ELM-Sobol SA method

Assuming the model form is \( f(X) = f(x_1, ..., x_M) \), where \( X = (x_1, ..., x_M) \) represents the model input which contains \( M \) independent parameters. The model output can be decomposed as follows (Saltelli and Sobol’, 1995; Li et al., 2006):

\[
f(X) = f_0 + \sum_{i=1}^{M} f_i(x_i) + \sum_{1 \leq i < j \leq M} f_{ij}(x_i, x_j).
\]

Eq.(1) is known as ANOVA-representation (Analysis of Variance). \( f_0 \) is the mean of output. \( f_i \) and \( f_{ij} \) are the first- and second-order decomposition of output, respectively.

The variance of the model output can be obtained as follows:

\[
V_y = E(f(X)^2) - f_0^2
\]

The main sensitivity index can be defined as follows:

\[
S_i = \frac{V_i}{V_y} = \frac{V(E(f(X)|x_i))}{V_y}
\]

The Sobol’ method employs the MC methods to calculate the sensitivity index which brings high computational complexity. In this paper, the idea of Wu et al. (Wu et al., 2016) is adapted to reduce the computational complexity of Sobol’.

Assuming the model output can be represented by the RBF-based ELM, which formulation is shown as follows:

\[
f(X) = \sum_{i=1}^{N} \omega_i \phi_i(X)
\]

where \( \phi_i \) is the \( i \)-th basis function and \( \omega_i \) is the coefficient of \( i \)-th basis function. According to Eq.(1), \( f_0 \) is the expectation of the model output.

\[
f_0 = \int_0^1 f(x) dx = \sum_{i=1}^{N} \int_0^1 \omega_i \phi_i(x) dx = \sum_{i=1}^{N} \omega_i \int_1^{\frac{1}{c_i}} \Psi_i^j
\]

The \( \Psi_i^j \) can be calculated using the Gaussian cumulative distribution function.

\[
\Psi_i^j = c_i \sqrt{\pi} \left\{ \Phi \left( \sqrt{\frac{2}{c_i}} - \frac{x_i^j}{c_i} \right) + \Phi \left( \sqrt{\frac{2}{c_i}} \right) - 1 \right\}
\]

where \( \Phi \) is the Gaussian distribution function, and \( c_i \) is the center of \( i \)-th basis function. The mean square of the model output can be computed as:

\[
E(f(X)^2) = \int_0^1 f^2(x) dx = \sum_{k=1}^{N} \sum_{i=1}^{N} \int_0^1 \omega_k \omega_i \phi_k(x) \phi_i(x) dx
\]

\[
= \sum_{k=1}^{N} \sum_{i=1}^{N} \omega_k \omega_i \int_1^{\frac{1}{c_i}} \Psi_{ki}^j
\]
where

\[
\psi_{ki} = e^{-\frac{x_i - x_i^f}{c^{i,2}}} c_{ik} \sqrt{\frac{\pi}{c_{ik}}} \left[ \Phi \left( \sqrt{2 \frac{1 - x_i^f}{c_{ik}}} \right) + \Phi \left( \sqrt{2 \frac{x_i^f}{c_{ik}}} \right) - 1 \right]
\]  

(8)

where \( c_{ik} = c_i^2 + c_k^2 \), \( x_i^f = \frac{x_i^f + c_i^2 x_k^f}{c_i^2 + c_k^2} \).

Considering the input factor \( x_d \), the first order term is

\[
f_d(x_d) = E(y|x_d) - f_0 = \int_0^1 \int_0^1 f(x) \prod_{j=1,j\neq d}^{m} dx_j - f_0
\]

\[= \sum_{i=1}^{N} \omega_i \Phi(x_d) \prod_{j=1,j\neq d}^{N} \psi_{i,d} - f_0
\]  

(9)

Then the partial variance of \( x_d \) can be calculated as follows:

\[V[E(y|x_d)] = E(f_d^2(x_d)) - f_0^2
\]

\[= \sum_{i=1}^{N} \sum_{k=1}^{N} \omega_i \omega_k \psi_{i,d} \prod_{j=1,j\neq d}^{N} \psi_{i,d} \psi_{i,k} - f_0^2
\]  

(10)

One can see that the Sobol’ method can be computed by the coefficients of RBF.

4 Experiment

This section mainly refers to three relevant experiments which are used in verifying the feasibility of the method we proposed.

4.1 Benchmark function

The first subsection is dedicated to the validation of the proposed approach. The widely used benchmark Sobol’ function (Kersaudy et al., 2015) in variance based GSA is employed to test the performance of the proposed approach. The expression of Sobol’ function is shown as follows:

\[f(x) = \sum_{i=1}^{M} \frac{|4x_i - 2| + a_i}{1 + a_i} \quad x \in [0,1]^M
\]  

(11)

In this paper, \( M = 7 \) is the number of input parameters. The \( a_1 \) - \( a_7 \) are set to 1, 2, 5, 10, 20, 50, 100. First, the original samples are set big enough to generate a high accuracy ANN model, and 10 ANN models are created, and the best model is chosen from the 10 models based on the performance test using RMSE. The sensitivity results are listed in Table 1.

As the Table 1 shows, the proposed approach is competent to improve the computational efficiency but not sacrificing on precision, compared with the Monte Carlo method. The proposed approach significantly reduces the computational complexity regarding the number of ANN samples. Considering the complexity of a model, the proposed approach does not raise the computational complexity of conducting the variance-based GSA. Therefore, the more complex the model is, the more computation time would be reduced.

4.2 Sensitivity result of the DP thrusters

A sensitivity analysis for a DP vessel is conducted to assess how effectively the analysis determined the most sensitive thruster. The case ship model used is equipped with two tunnel thrusters in the bow, two tunnel thrusters and two main propellers at the stern, which is shown as Figure 3. The vessel is equipped with DP controller and the ship motion data and thruster data are collected.

For better analysis, we assume uniform, independent distributions for all parameters and initial conditions. The definition of input variability space then only requires defining the range of variation of each input factor. In this study, we chose to use ranges as wide as possible. Some parameters have the range according to the physical meaning of the parameters; the range of the others are confined by the minimum and maximum observed values of that variable over the entire data set.

As the performance of DP vessel is strongly related to the wind and wave, this section focuses on the influence of each thruster to the ship heading under different environmental effects. Therefore, ship heading was chosen as output variable, the output thrust of the six thrusters are considered as the input variables of the ANN model. The DP operation is simulated in the Offshore Simulator Centre AS (OSC), with the height of the wave assumed to remain constant at 2 m (ITTC spectrum and 15s period). The wind increases from 4 m/s to 12 m/s. Three scenarios with the wind and wave come from three different direc-

<table>
<thead>
<tr>
<th>Input</th>
<th>Proposed approach</th>
<th>Monte Carlo</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>0.334</td>
<td>0.570</td>
<td>0.595</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>0.294</td>
<td>0.240</td>
<td>0.265</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>0.041</td>
<td>0.061</td>
<td>0.063</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>0.015</td>
<td>0.019</td>
<td>0.015</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>0.007</td>
<td>0.008</td>
<td>0.011</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>0.005</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>0.009</td>
<td>0.007</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 1. First-order sensitivity index of each input.
Figure 4. Three scenarios with different environmental factors.

Figure 5. Sensitivity results of three scenarios.

In this paper, a dual-layer DP controller was used, including the motion controller and thruster force allocation controller. This paper mainly focuses on whether the thrust allocation is reasonable under different environmental disturbances and whether it can maintain the ship’s position and heading. When the wind and waves come from the longitudinal direction, the main thruster will generate strong thrust to counteract the influence of wind and waves. Note that the two main thrusters are operated using the same command and therefore does not contribute any torque about the transverse direction. In this case, the tunnel thruster with a large moment of force should have a greater influence on the heading angle. From the experimental results, as showed in Figure 5a, the thruster 2 has a large influence on the heading angle and the main thruster (thruster 5 and thruster 6) has relative lower influence. Therefore, the force allocation is reasonable under such circumstances. When the wind and waves come from the side, the thrust generated by the tunnel thruster near the environmental force should have a greater influence on the ship heading. The reason is that those thrusters close to environmental forces need to generate large thrusts to counteract environmental forces. From the experimental results of scenario 2 and scenario 3, when the force by the wind and wave is close to the orientation of thruster 1 and 2, the influence of thruster 1 and 2 should be greater. When the force by the wind and wave is close to the orientation of thrusters 3 and 4, thrusters 3 and 4 should have a higher influence.
5 Conclusion

In this paper, a data analysis framework for offshore operations is introduced. An approach integrated ELM-based SA with ANN is proposed that can be applied for DP sensor data. This approach can be employed to quantify the influence of each thruster of DP vessels. To improve the capability of the DP vessels, the most effective way is to increase the thrust when the most sensitive thruster is identified. In order to verify the feasibility of this approach, a benchmark test is conducted. The benchmark test validated the feasibility of the proposed method used for conducting SA. Another experiment of SA on heading modeling in DP operation was conducted. The result shows that this approach can identify those influential factors that have an effect on the heading of the DP vessel. It is seen that the sensitivity analysis of thruster depends crucially on the environmental disturbances. Thus, the sensitivity analysis is of value in the preliminary design of the thrust system of DP vessels.

The sensitivity analysis of the thruster is highly time-dependent. However, in this study, the surrogate model is ANN which cannot represent the dynamic of the DP vessel completely. Therefore, our future work will focus on investigating how to extend the proposed method to adapt to such external disturbances.
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Abstract
Next generation intelligent software for drilling control systems together with automated monitoring and analysis systems is expected to save costs for the drilling industry. However, the transition from monitoring a process, which today is controlled manually, to automating the process requires a step-change in education of personnel as well as in infrastructure for development and testing new technology. The lack of high quality field data from drilling and well operations is a major problem in research and innovation projects within the oil & gas and geothermal drilling sector, as well as in education within these areas. Since 2015, IRIS and the University of Stavanger have developed a web enabled high fidelity drilling simulator as part of the OpenLab Drilling project 1.

This paper describes the objectives of the project, the technical solutions of the web enabled drilling simulator, and the results obtained during the first year after deployment to the users.

Keywords: Process modeling, Well construction, Process control, Simulator, Web Interface

1 Introduction
During a drilling operation large amount of data is collected. However, the amount of information that can be retrieved from the data is often sparse, and the efforts to use the data for analysis and process control purposes is very challenging (Arnaout et al 2013; Ashok, et al 2016; Maidla et al 2018; Cayeux et al, 2013a). The lack of high-quality data and information about the data (metadata) also hinders technology development and demonstration of innovative solutions in realistic environments. However, technology can be tested and demonstrated in a simulated environment up to a certain technology readiness level. IRIS, together with Statoil and Sekal 2 has experience with the DrillTronics™ system where advanced drilling control software has been tested extensively through many years in a simulated environment (Cayeux et al 2012). Worldwide, there are several drilling simulators available that include both transient hydraulics- and drill string mechanic computations. In Norway, research and development at Rogaland Research (later known as IRIS) in the 1980’s and 90’s paved the way for the well flow model RF-Kick (Petersen et al, 1998), later commercialized in DrillBench (which later became part of a Schlumberger Software suite). The RF-Kick was verified by data collected from Ullrigg in Stavanger and validated through various test campaigns both at Ullrigg and other wells (Rommetveit et al 1991). The model was used for planning and special studies for drilling operations. From 2001, Rogaland Research initiated a large program to improve their well flow model and prepare for real-time (online) simulations. A new numerical solver was developed (Lorentzen et al 2002) and the well flow model was integrated with other models such as a torque & drag model (Yi et al 2004) and transient cuttings transport model (Cayeux et al 2013b), and recently a transient torque & drag model (Cayeux et al 2018). This simulation model is commonly known as WeMod. Another simulation model was developed during the 2000s by SINTEF (Petersen et al 2008). This model, together with a torque & drag model is now used in software for training and real-time monitoring (Ødegård et al 2013) now commercialized by eDrilling 3. Another renown well flow model is the simplified well flow model developed at the Norwegian University of Science and Technology and Statoil by Kaasa et al. (2012). A thorough review of these and other models are given by Aarsnes et al (2014).

Common for software based on simulation models developed at the research communities is that the user interface is designed for scientists and engineers skilled to set up the cases (configure the model), run the software and analyze the results. This has the benefit that the complexity of the models can be exploited to their full potential. However, this is at the expense of

1 OpenLab Drilling (formerly known as Virtual Arena) is an infrastructure project funded by the Research Council of Norway: www.openlabdrilling.com

2 Sekal is a Norwegian company owned by Statoil, Saudi Aramco and IRIS: www.sekal.com

3 eDrilling is a Norwegian Company owned by Teresoft.
user friendliness, and makes it difficult for non-experts to utilize such models.

2 Project objective
The overall objective of the OpenLab Drilling project is to stimulate education, research and innovation and to increase the acceptance and uptake of new technologies within automated drilling. One of the secondary objectives is to create a user-friendly interface to high fidelity models so that realistic (but artificial) data can be available for students, lecturers, and analysts (researchers and engineers). This is the motivation behind the development of the web enabled drilling simulator.

3 OpenLab simulator
The simulator uses IRIS WeMod as the core model, with its high fidelity transient well flow and drill string vibrational model. Because of the advantages over desktop applications, a web-based solution has been preferred. Among the benefits that have been considered are:

• Cost effective development
• Accessible anywhere
• Easily customizable
• Accessible from a range of devices
• Improved interoperability
• Easier installation and maintenance
• Adaptable to increased workload
• Increased Security when deployed on dedicated servers
• Promotes e-learning and thereby more efficient and environment friendly collaboration which reduces the need for travel.

The motivation by developing the web-based architecture is that a software available through a web application programming interface (API) has the potential to become an easily accessible software for students, lecturers and analysts. To reach out to as many users as possible the OpenLab Drilling project has focused on user friendliness for students, lecturers and analysts, and for those who are not experienced with drilling simulation software. The graphical user interface (GUI) has therefore been developed in close collaboration with drilling engineers as well as unexperienced students and lecturers of drilling courses and experienced researchers.

4 User groups
To guide the design of the user interaction it was early decided which user groups to support and how these should be prioritized. This has guided the development team to make decisions when conflicting solutions have been proposed. Each user group has specific needs and skills, which have been assessed through interviews and user tests.

Students
• are not familiar with the industrial way of presenting drilling data
• are familiar with web interaction paradigms
• need to learn how inputs to the drilling system affect drilling operations

Lecturers
• desire simple to use but physically accurate scenario-based simulations
• prefer that students spend time understanding the scenario rather than the simulation system
• benefit from systems which allow easy collaboration or knowledge sharing
• demonstrate drilling simulations in different scenarios for classroom teaching
• design projects, tasks & assignments in an easy way
• need for the teaching with digital technologies

Analysts/Engineers
• collaborate to a larger extent with other users.
• access various configurations and simulations.

Although these user groups and their individual users will have different needs and expectations to a drilling simulator, there are some common requirements that needed to be met. These are mainly related to user friendliness in configuration and simulation, to uptime and robustness of the software, and to access and storage of configurations and results.

5 User friendliness
The complex configuration needed to run high-fidelity simulators is a barrier to entry. Such models require a huge amount of configuration parameters to be set. A configuration in the Web Enabled Drilling Simulator is a description of the different elements and components that affect the circulation system and drillstring mechanics. In OpenLab Drilling this challenge has been addressed with a few complementing design decisions: Adequate defaults, deliberate choice of interaction components, and extensive input validation. Selection of default configurations have a big impact to lower the barrier of entry. A simple choice of preconfigured wells which cover different use cases is therefore presented for the user at entry. Each of these is ready to be simulated interactively. The user is guided through the configuration of casing architecture, trajectory, drill string design, drilling fluid parameters, geo-pressures and geothermal gradient. All of which comes with default configuration parameters. This allows learning the application in a step-by-step fashion while remaining sufficient flexibility for experienced users to input complex scenarios.
6 Input Validation

Although adequate defaults are provided, the user may adjust many interacting configuration options and setpoints. Without any validation of configurations and simulation setpoints, inconsistent options lead to crashing the simulator. This is unacceptable since the user is not informed about the inner workings of the simulator. To remedy this, a validation layer is included which catches conflicting configuration parameters which might crash the simulator. Nevertheless, the default configurations can be changed completely based on the user’s own specifications. A change in a configuration may lead to validation errors that comes together with a message describing precisely which variables that need to be changed to regain validity. A configuration is not approved for simulation until all validation errors are removed by the user.

The validation and the quick feedback it enables, teaches the user how drilling data is related. With a valid configuration it is guaranteed that a simulation can be initialized and started.

7 Simulations

OpenLab Drilling is flexible for a user to simulate a wide range of scenarios such as well control, hole cleaning problems, buckling, and drill string vibrations to mention a few. To run a new simulation, a few initializations parameters need to be entered. The initial depth of the drill bit defines a starting point for the simulation. When running a simulation several setpoints (manipulated variables) can be edited at any time to simulate a drilling process. These are related to (1) fluid flow, (2) drill string movements, and (3) choke openings.

The setpoints are constrained by upper and lower bounds to prevent the user from entering unphysical values or values that may crash the simulator. The validation of configuration parameters and setpoints guarantees that a simulation will start and run. However, as for real drilling operations the user (or driller) can end up in a situation where only careful adjustment of the drilling parameters will prevent the drill string to become stuck in the borehole, or severe gas kicks to destabilize the well. A simulation can be run into a state where the models can no longer produce a reliable result and eventually crash. This can e.g. be the
case when large amounts of cuttings accumulate in the well because of insufficient hole cleaning, and eventually creates a completely blocking of the annulus. It should be emphasized that each simulation is an individual process and a crashed simulation will of course not affect other simulations running concurrently.

In simulation mode, all relevant time- and depth-based plots are available in the web browser on the user’s demand and can suit the scenario at hand. During simulation, the user controls all the main drilling parameters at 1 Hertz time resolution. The simulator can also run in fast-forward which typically implies 10 times real time dependent on the client computer’s performance and the network latency. The simulation process can be paused, perform a single step, or completed and shut down. A simulation can also run in sequential mode in which a predefined selection of setpoints is entered in a table. The user can then specify changes in any setpoint at a given time and construct a sequence. When executing a sequence, the user cannot interact with the simulator and change any of the setpoints. When the simulator runs in sequence mode, the simulation speed is typically around 15 times real time. The benefit by the sequential mode is that the user can run through the same scenario on different configurations and explore how a certain procedure will evolve for different wells, drilling fluids, etc.

Simulation results can be downloaded at any time during or after a simulation from the simulation GUI. For simplicity, all results are downloaded to CSV format for easy processing in e.g. Excel. As for the configurations, the simulations can be shared. Unlike other desktop applications, a web enabled simulator allows other people from anywhere in the world to monitor and interfere with the simulation. By sending the URL, a user can invite others to monitor an ongoing simulation or explore the results on completed simulations. The receiver of a URL can also take control and run a simulation on behalf of the owner of the simulation.

In addition to the browser interface, a WebAPI is available, making the simulator accessible to Matlab™ and Python, among others. These interfaces require special knowledge about the particular programming language and a description of these interfaces is not part of this paper.

8 Architecture and concept of operation

The system architecture of the OpenLab Drilling simulation system needs to account for performance and security. For this reason, the following system components are used:

- Webserver which serves the WebAPI
- Watchdog service per simulation server
- Relational database
- Clients: Webbrowser, Matlab client or Python client. Other clients may be developed by external users of the WebAPI.

**Figure 2:** System communication architecture

To support a continuous development process, a Build server and a Deployment server has been established. By this approach a documented and consistent deployment is possible which makes it easy to release small improvements relatively often.

Immediate feedback for users is an important enabler of learning. Consequently, keeping the latency of the system low is important. The load on the system depends on the number of simulations which run concurrently and the number of users monitoring the results. The system works as follows: Watchdog processes monitor the WebAPI for new simulation requests. One watchdog then claims responsibility for this request and starts a simulation process. If the cores of the simulation machine are busy, the watchdog will respond slower to a simulation request and other watchdog processes with less utilized cores will pick up the simulation request. By this approach an automated load balancing is achieved without explicitly assigning work to different machines. In addition, a new simulation machine can be connected to the WebAPI and immediately assist when starting new simulations.

When a simulation process has been created and is initialized, it picks step requests from a queue and processes them as quickly as it can. The request contains the boundary conditions called setpoints. When the timestep is simulated the results are sent to the WebAPI which is responsible to persist them in the database.

The WebAPI is responsible for connecting user facing clients and simulation clients. It also persists
configurations, setpoints and results to make simulations reproducible. The WebAPI enforces authorization as well.

Since the system is exposed to different users with different trust levels, the architecture addresses security concerns. Malicious data may be used to subvert parts of the system and threaten assets that need to be protected. A main tool to mitigate threats is isolation of components using operating system tools such as process isolation and firewalls.

The most complex component of the system is the simulation which may crash when input data are invalid. This makes various exploits possible and a malicious user may subvert the simulation process for other purposes. This risk is mitigated by validating data, and also by isolating each simulation process and allowing the communication of results only to the WebAPI.

9 The WeMod simulation model

The IRIS WeMod simulation model can simulate a wide range of downhole effects with high fidelity. The simulator consists of a set of fully integrated numerical models:

- A transient multi-phase flow model that solves mass and momentum balance to estimate pressure distribution inside the wellbore. (Lorentzen et al 2002 and 2014). The flow model has been improved, tested and validated over nearly 20 years. Dynamic effects such as pump accelerations, drill-string movements (surge-swab), gelling, and the presence of several drilling or formation fluids in the well are simulated. Flow of hydrocarbon to and from the formation is calculated by an integrated near-well reservoir model.

- A transient cuttings transport model that estimates the distribution of the cuttings inside the annulus and determines whether the drilled solids are in suspension in the drilling fluid or accumulate in cuttings bed (Cayeux et al 2013b). Transport of cuttings by bed erosion is also simulated.

- A torque and drag model that computes the tension and torque distribution along the drill-string (Yi et al 2004). In the current version a soft string model is used, however during 2018 a new transient torque and drag model will be available.

- A heat transfer model, which computes the temperature evolution inside the wellbore and in the formation near the well (Corre et al, 1984). Forced convection, heat conduction, and convective heat transfer are accounted for in the simulations.

The above-mentioned models are integrated in such a way that the hydraulic model uses the temperature profile generated by the heat transfer model to estimate pressures, densities and velocities in a numerical grid. The results are in turn used by the torque and drag model for buoyancy calculations and by the cuttings transport model for estimation of the transport capabilities. For density and rheology estimations, the hydraulic model uses the proportion of cuttings in suspension generated by the cuttings transport model.

10 Future extensions

OpenLab Drilling is currently providing simulated drilling data. The applications are hydrocarbon and geothermal drilling. However, for most users of OpenLab Drilling the access to real drilling data will be of high value. For analysts and engineers, the ability to test a prototype software at an early stage on real data will be of high importance and potentially affect the robustness and usability of the final product greatly. For students, access to real data will give valuable insight to the actual precision of the drilling data and provide a much more realistic view of the challenges the industry is facing when evolving towards drilling automation. A natural extension of OpenLab Drilling is therefore to offer an interface to providers and users of real drilling data.

It is also the intention to extend OpenLab to other disciplines than drilling, such as reservoir simulation and production data. The architecture developed in the OpenLab project is suitable for such use and can facilitate more knowledge transfer between the disciplines.

11 Project results

The drilling industry’s increased focus on cost reduction has paved the way for automation in terms of process control rather than machine control. Process control in drilling requires technology developed to control a complex, non-linear and highly transient process. Fast and accurate simulation models that can predict downhole conditions accurately are therefore becoming more important. Until now, the user interface of simulators like WeMod and other high-fidelity simulators has been overwhelming for students and other novice users and erects a high barrier to onboard new users. With OpenLab Drilling an interface is made available for all who has a need for realistic but artificial drilling data provided by a high-fidelity simulator. The user interface allows users with very limited experience to drilling to take it into use. OpenLab Drilling is now being used as part of regular drilling courses at the University of Stavanger and the University of Calgary. In addition, Master and PhD students at other universities in Norway and abroad are using the simulator. Two of the major oil & gas operators in
Norway are using the software. During the first months when the software has been available in 2018 nearly 100 new users have taken the software into use.

Figure 3: Registered user of OpenLab from January 1st to April 9th 2018. Ref: Google Analytics.

12 Conclusions
In the OpenLab Drilling project a drilling simulator on the web has been developed for students, educators and analysts with a low barrier of entry. The web enablement has made it possible to deploy the software to many users during the development phase to obtain valuable feedback at an early stage. Thanks to this, the user interface and prioritized functionally is continuously developing to meet the users’ needs. The system is now deployed at universities in Norway and abroad, and to major oil & gas operators. Close collaboration with the user groups has been a key to succeed in developing a user interface that fits the need from students, researchers and lecturers.
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Abstract

Forecasting weather conditions is important for, e.g., operation of hydro power plants and for flood management. Mechanistic models are known to be computationally demanding. Hence, it is of interest to develop models that can predict weather conditions faster than traditional meteorological models. The field of machine learning has received much interest from the scientific community. Due to its applicability in a variety of fields, it is of interest to study whether an artificial neural network can be a good candidate for prediction of weather conditions in combination with large data sets. The availability of meteorological data from multiple online sources is an advantage. In order to simplify the retrieval of data, a Python API to read meteorological data has been developed, and ANN models have been developed using TensorFlow.

Keywords: Weather prediction, Auto-regressive neural networks, Meteorological data

1 Introduction

1.1 Background

The forecasting of weather conditions and in particular the prediction of precipitation is important for hydro-power operation and flood management. Mechanistic meteorology prediction models based on 3D CFD/Navier Stokes equations (Thibault and Senocak, 2009) is extremely demanding w.r.t. computing power. Generating a 14 day weather forecast can easily take 12 hours even on fast computers. Machine Learning (ML), Big Data, and use of Internet of Things (IoT) are receiving increased interest from the industry. It is well known that large amounts of data coupled with novel ML methods can produce results on par with traditional physics based models.

Due to an interest in weather monitoring in the general public, today a large number of weather stations are connected to the internet, and are thus available as cheap, distributed sensors. Additionally, several organizations that are involved in collection of meteorological data offer online data servers with accessible Application Programming Interfaces (API) such as the HTTP based GET/REST protocols. In order to simplify experimentation with several sources of meteorological data it is of interest to develop a unified API, hence facilitating the extraction of data from different sources. With large quantities of data, both historical and current measurements, it is an attractive solution to use machine learning in order to predict weather conditions based on these relatively simple data sources. Using a large amount of data together with novel machine learning algorithms can then compensate for lack of complex meteorological models and yield usable forecasts with less computing time.

Simple ML models would base predictions on auto regressive (AR) structures, where, say the current temperature in a location is correlated with several past temperatures in the same location. In a slightly more advanced auto regressive structure, a set of properties, e.g., the tuple (temperature, humidity, and precipitation) could be correlated with several past values of the same tuple. An even more advanced structure is the auto regressive structure with exogenous input (ARX). In such a model, the current (local) set of properties is correlated with both past values of the same (local) set, but also with other values from the same location or values of the same properties from other locations at current time. Finally, in ARMAX structures, exogenous inputs at different times (= moving average) are used in the correlation.

1.2 Previous Work

(Hayati and Mohabi, 2007) studied multi layer perceptron (MLP) neural networks trained and tested on ten years of meteorological data (1996-2006). The network structure consisted of three layers with a logistic sigmoid activation function in hidden layers and linear functions in the output layer. Seven weather variables were used in the study: dry temperature, wet temperature, wind speed, humidity, pressure, sunshine, and radiation. The inputs were normalized and used to predict dry air temperature in intervals of 3 hours for a total of 8 predictions pr day. The error was calculated using mean absolute error (MAE). In (Smith et al., 2006), the authors focused on developing artificial neural network (ANN) models to forecast air temperature in intervals of 3 hours for a total of 8 predictions pr day. The error was calculated using mean absolute error (MAE).
fully connected hidden layers that used Gaussian, Gaussian complement, and hyperbolic tangent activation functions. The input data was linearly transformed to the range \([0.1, 0.9]\) and consisted of five weather variables: temperature, relative humidity, wind speed, solar radiation and rainfall. Later, seasonal variables were introduced as inputs which improved model accuracy. A recent machine learning (ML) approach, based on a hybrid model including both ANNs, decision trees (DT), and Gaussian process modeling (GP) is presented in (Grover et al., 2015). They concluded that while previous attempts at weather modeling using ML have had limited success, their hybrid model approach surpasses the NOAA\(^1\) benchmarks. A review on the use of machine learning methods for weather prediction is presented in (Chauhan and Thakur, 2014).

Meteorological data from a number of sources are available today, e.g., from the Norwegian Meteorological Institute data service frost.met.no, and from Netatmo\(^2\). These and others are potential “Big Data” sources.

A number of high quality ML tools have become available in recent years (Goodfellow et al., 2016). An ANN is a collection of neurons, which are small computational units that superficially mimic the way neurons work in nature. A single neuron is simply a weighted sum of a set of inputs, plus a bias, with an applied activation function, Fig. 1 (left).

A non-linear activation function \(f_{\text{act}}(\cdot)\) is important for success in applying ANNs, otherwise the resulting model output is simply a linear combination of the inputs. The equation for a single neuron can be written as:

\[
y_k = f_{\text{act}} (b + x_i w_i)
\]  

(1)

The power of ANNs comes from connecting many neurons together in a network. The simplest network structure is a feed forward network, as shown in Figure 1 (right). Neurons are connected in simple layered structures where the inputs of each neuron are connected to all the outputs of the previous layer. If we describe the inputs \(x_i\) and weights \(w_i\) in matrix form, we can write a whole layer of neurons as:

\[
y = f_{\text{act}} (Wx)
\]  

(2)

where the bias is included as \(w_0 = b\) by adding an artificial constant input \(x_0 = 1\).

A feed forward ANN is built by connecting multiple layers together. The inputs to the network are connected to the inputs of the first hidden layer. The first hidden layer can then be connected to more hidden layers. The last hidden layer connects to the output layer. The output of the ANN is given by this output layer. We can then write a single non-linear matrix equation for the whole network. An example equation for an ANN with three hidden layers is:

\[y = f_{\text{act}} (Wx)
\]  

Figure 1. Illustration of a single neuron (left) and an example of an artificial neural network (right).

in Section 4 together with suggestions for future work.

2 Materials and Methods

2.1 Artificial Neural Networks

Artificial neural networks (ANN) have existed in various forms since the 1940s (McCulloch and Pitts, 1943; Goodfellow et al., 2016), but have received renewed interest in recent years (Goodfellow et al., 2016). An ANN is a collection of neurons, which are small computational units that superficially mimic the way neurons work in nature. A single neuron is simply a weighted sum of a set of inputs, plus a bias, with an applied activation function, Fig. 1 (left).

A non-linear activation function \(f_{\text{act}}(\cdot)\) is important for success in applying ANNs, otherwise the resulting model output is simply a linear combination of the inputs. The equation for a single neuron can be written as:

\[
y_k = f_{\text{act}} (b + x_i w_i)
\]  

(1)

The power of ANNs comes from connecting many neurons together in a network. The simplest network structure is a feed forward network, as shown in Figure 1 (right). Neurons are connected in simple layered structures where the inputs of each neuron are connected to all the outputs of the previous layer. If we describe the inputs \(x_i\) and weights \(w_i\) in matrix form, we can write a whole layer of neurons as:

\[
y = f_{\text{act}} (Wx)
\]  

(2)

where the bias is included as \(w_0 = b\) by adding an artificial constant input \(x_0 = 1\).

A feed forward ANN is built by connecting multiple layers together. The inputs to the network are connected to the inputs of the first hidden layer. The first hidden layer can then be connected to more hidden layers. The last hidden layer connects to the output layer. The output of the ANN is given by this output layer. We can then write a single non-linear matrix equation for the whole network. An example equation for an ANN with three hidden layers is:

\[y = f_{\text{act}} (Wx)
\]  

(2)

where the bias is included as \(w_0 = b\) by adding an artificial constant input \(x_0 = 1\).

A feed forward ANN is built by connecting multiple layers together. The inputs to the network are connected to the inputs of the first hidden layer. The first hidden layer can then be connected to more hidden layers. The last hidden layer connects to the output layer. The output of the ANN is given by this output layer. We can then write a single non-linear matrix equation for the whole network. An example equation for an ANN with three hidden layers is:
Equation (3) shows that an ANN is simply a non-linear matrix equation with a large number of coefficients. Each $W^{(j)}$ matrix can be large, thus allowing the ANN model to fit complex non-linear systems. The descriptive power that comes from this complexity is the reason why ANN models are able to adapt to such a large variety of systems.

Many choices for activation function are possible, as shown in Figure 2. Initially in the history of ANNs, a simple sign operator $y = \text{sgn}(x)$ was often used as the activation function. These simple neurons were called perceptrons. The perceptron term survives to this day in the ANN community; indeed, a deep learning network is often referred to as a Multi Layer Perceptron (MLP). In this work, both tanh and logistic sigmoid activation functions (Goodfellow et al., 2016) are used. Training of an ANN is essentially a parameter optimization of the network weights such that the output of the network minimizes a chosen loss function. However, since an ANN model has a high number of parameters to optimize, there are a large number of local solutions. The optimization of the training weights is performed iteratively, where each training iteration is called an epoch (Goodfellow et al., 2016).

Globally optimal solutions for ANN training are in general considered very hard to find (Goodfellow et al., 2016; Bishop, 2013). Instead, the focus is on finding a solution that is “good enough”. During training, there is always a risk that a particular training session can get stuck in a local minimum which is far from optimal. If the same ANN hyper-parameter configuration is trained multiple times, it is usually clear if one or more iterations are indeed giving sub-optimal performance due to this local minima problem. It is also important to note that there has been much research in improving training performance in the presence of local minima. Hence, there exists a large number of training algorithms which seek to improve ANN training performance. For more details on the development of ANNs see, e.g., (Goodfellow et al., 2016).

A model with high descriptive power is prone to over-fitting. The term over-fitting is used in empirical modeling to describe what happens when a model adapts to random variations in the training set which does not generalize well to new data. This effect is apparent in all forms of empirical modeling, from simple curve fitting to complex ANNs. Since the ANNs have such a large number of coefficients, the over-fitting problem is particularly important. The simplest way to reduce the risk of over-fitting is to increase the amount of training data, either by collecting more data or artificially creating more training data through some form of transformation on the original data (Ciresan et al., 2010). Another way to reduce the risk of over-fitting is to apply a regularization method (Goodfellow et al., 2016; Kuhn and Johnson, 2013). The subject of regularization is a research field in itself, which involves methods that prevent the training algorithms for ANNs from adapting to random variations in the training data. The simplest form of regularization is to have a large amount of data. Since this work is based on retrieving weather data from online databases, the cost of obtaining data is relatively low, hence a large amount of training data is readily available. One common regularization method is the use of weight decay (Goodfellow et al., 2016). Weight decay adds a penalty to the loss function which is proportional to the training weights $w_i$ themselves. This forces the weights to stay “small” (Goodfellow et al., 2016):

$$J_{\text{min}} = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2 + (1-\alpha) \sum_{i=1}^{M} w_i^T w_i$$

In Eq. (4) the loss measure is the mean square error (mse) between the predictions $\hat{y}_i$ and the references/observations $y_i$. The $L_2$ (2-norm) weight decay penalty is the last term in the $J_{\text{min}}$ loss function. A hyper parameter $\alpha$ is used to decide how strong the weight decay regularization should be.

### 2.2 Timeseries modeling

A common method for modeling discrete timeseries data is the use of auto-regressive models with exogenous inputs (ARX). Using the time-shift operator $q^{-k}$ to indicate a quantity being shifted $k$ time-steps back in time, these models can be expressed on the form

$$y_k (1 + a_1q^{-1} + \cdots + a_nq^{-n}) = u_k (b_1q^{-1} + \cdots + b_mq^{-m})$$

(5)

That is, the output at time $k$ is a function of both the inputs and the output at previous times. If all $b_i$ coefficients are zero, e.g., there are no exogenous inputs, the model is called an AR model (Ljung, 1999). A nonlinear ARX model can be formulated as

$$y_k = f(y_{k-1}, \ldots, y_{k-n}, u_{k-1}, \ldots, u_{k-m})$$

(6)

Traditional ARX models are linear models as illustrated in Eq. (5), thus $f(\cdot)$ in Eq. (6) forms a linear combination of past inputs and outputs. When ANNs are applied to timeseries modeling, function $f(\cdot)$ in Eq. (6) is replaced by the ANN, such that:

$$y_k = \text{ANN}(y_{k-1}, \ldots, y_{k-n}, u_{k-1}, \ldots, u_{k-m})$$

(7)
Hence, the term auto-regressive neural network (AR-ANN) is used to denote an ANN which predicts a time-series variable based on previous measurements of the same variable, e.g. the inputs and outputs to the network are the same variables but at different times. Similarly, an ARX-NN is a network which in addition to previous measurements of the output variable also has additional measurements as its inputs.

### 2.3 Python API for Data Collection

A Python API wrapper is an easy way to obtain free weather data from APIs and open data. A wrapper was designed to support multiple weather data suppliers, so it is possible to add more suppliers in the future. The API does not support the use of multiple suppliers at the same time. Currently the Norwegian Meteorological Institute data service frost.met.no and Netatmo are supported. The API will request hourly data for a given date, either at the station nearest to the specified latitude and longitude coordinate or within a specified rectangle as specified in kilometers centered on a given latitude and longitude coordinate. The wrapper uses HTTP GET requests to obtain the data from the data suppliers and returns a list where each element is a 3 item list with stationID, timestamp, and measured value. The returned data can then be saved to a file or database.

### 2.4 Experimental Data

The data used in this work was collected from frost.met.no using the mentioned Python API. The data consists of hourly temperature and precipitation measurements in the period 01.01.2016 T00:00 to 31.12.2017 T23:00 from weather station SN30255 at latitude: 59.091 and longitude: 9.66 in Porsgrunn, Norway. Due to downtime on the station the first month of 2017, data starts at 01.02.2017 part of the data set, hence for consistency the first month of 2016 was also removed. For the first experiment only temperature data was used. In the second experiment, temperature data and precipitation data was used. For all experiments, the data was split into three independent sets: 60% used for training, 20% for hyper parameter tuning (validation), and 20% for testing the prediction accuracy of the models.

## 3 Results and Discussion

The goal of this work is to predict the temperature using an artificial neural network (ANN). Four cases have been studied in both experiments, using prediction horizons of 1, 3, 6 and 12 hours. In each experiment, four separate models were created, one for each case. The input data was normalized, and the output was denormalized to get predictions in degrees Celsius. To test the different models, 48 consecutive hours is set to be predicted by the different models.

All ANNs use rectified linear unit (ReLU) as the activation function in the hidden layers and a linear activation function in the output layer.

### 3.1 Experiment 1 - AR Neural Network

The first experiment used only temperature data. This constitutes an auto-regressive neural network (AR-NN) model. Figure 3 shows the results of predicting the test set using each of the four models, together with the reference measurements.

There is a sudden change in measured temperature in the time interval 36 to 42 in the test set. The models with prediction horizons 1 and 3 hours show an oscillating response to this rapid change. However, they are still closer to measured data than the models with longer prediction horizons. At time 8 to 20, the 12 hour model is significantly poorer than the 1, 3, and 6 hour models. A plausible reason for this might be that the models respond to data given and the 12 hour model uses data that is 12 hours prior to the measurement. So, at time 7 the 12 hour model started increasing, and at time 15 it flattens out, probably because the algorithm used the data at time 3 and measured that the data started to turn, thus a prediction model should “slow down”. All the models show significant deterioration in predictions when the temperature changes rapidly.

Table 1 shows the hyper-parameters with test error summarized. The error is calculated from normalized test data, hence the error is not presented in units of Celsius. The number of layers for the 12 hour prediction model is two times that in the other models. Further, the regression horizon (i.e., the amount of past data points used in the predictions) is 169 hours (7 days) for the 12 hour model. Compared to a regression horizon of 48 hours for the 6 hour prediction model, this is a significant difference. The learning rate is also significantly lower for the 12 hour prediction model. The low number of epochs and low learning rate was found necessary for the 6 and 12 hour prediction models to generalize properly and avoid over-fitting. With these hyper-parameters, training is slowed down.

Figure 4 shows the errors in degree Celsius for the predictions on the test set. These results are calculated as the difference between measured value and predicted value. Hence, the error that is negative is overshooting and error that is positive is undershooting. Observe from Figure 4, that due to the rapid change in measured data in time interval 36 to 42, the error is significantly higher for all the models.

Table 2 shows a selection of tuning of the ANN hyper-parameters for 1 hour prediction. At first, a 3 hour regression horizon was used on the assumption that a human observer would likely be able to predict the temperature one hour ahead of time based on a small amount of data. Later, a 24 hour regression horizon was tested against the same structure. The longer regression horizon was found to improve prediction performance on the validation set. Selecting a good neural network structure is important. The choice of network structure depends on the type of application. According to (Heaton, 2017), one hidden layer can approximate any continuous function, while two hidden
Figure 3. Shows the measurements and outputs of the 4 different models.

Table 1. Hyper-parameters for each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test error</th>
<th>Epochs</th>
<th>Layer structure</th>
<th>Regression horizon</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 hour</td>
<td>0.0101</td>
<td>810</td>
<td>17, 12</td>
<td>24</td>
<td>0.01</td>
</tr>
<tr>
<td>3 hour</td>
<td>0.0318</td>
<td>150</td>
<td>30, 20</td>
<td>48</td>
<td>0.01</td>
</tr>
<tr>
<td>6 hour</td>
<td>0.0608</td>
<td>1000</td>
<td>38, 24</td>
<td>48</td>
<td>0.001</td>
</tr>
<tr>
<td>12 hour</td>
<td>0.0894</td>
<td>500</td>
<td>112, 75, 50, 34</td>
<td>169</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Figure 4. Deviation in degrees Celsius each point for each AR model was off for the 48 hours predicted. The deviation is calculated as the difference between measured value and predicted value, thus a negative error implies overshooting and a positive error implies undershooting.
layers can approximate any arbitrary function. Due to having more descriptive power, the two layer networks also tend to adapt faster to the patterns in the training data, thus learning the input-output relationships faster. Hence, from one to three hidden layers were tested as shown in Table 2. Three layers give approximately the same loss as two layers, hence a two-layer model is chosen. The width of each layer was chosen according to the following three rules suggested by (Heaton, 2017):

1. The number of hidden units in each layer should be between the number of inputs and number of outputs.
2. The number of hidden units in each layer should be \( \frac{3}{2} \times (\text{number of inputs + number of outputs}) \).
3. The total number of hidden neurons in all layers should be less than 2\times (number of inputs).

### 3.2 Experiment 2 - ARX Neural Network

In Experiment 2, the neural network input is extended to include precipitation data. Observe that the error in the time interval 36 to 42 is reduced for the shorter models (1 and 3 hour). The 1 hour model predicts the test set with satisfactory accuracy. However, the 3 hour model still has significant prediction errors, in particular at higher temperatures. Observe that, as expected, the prediction accuracy of each model deteriorates with longer prediction horizons. This is particularly apparent in the time interval 8 to 20.

Table 3 shows the hyper-parameters with test set prediction errors. The test errors on the ARX models are higher than on the AR models. This is unexpected and the reason is most likely poor tuning of the models. Two hidden layers were used for all four models, as suggested by (Heaton, 2017). The hidden structures depend largely on the choice of regression horizon, hence the structures for each model is similar, except for the 6 hour model, which achieved better tuning with hidden layer structure (33,12) instead of (17,12).

The error for each model predicted on the 48 hour test set is shown in Figure 5. Observe that the error due to the mentioned rapid change in measured data at time 36 to 42 in the 1 hour prediction model is reduced.

### 4 Conclusions and Future Work

In this work, artificial neural networks are used to predict temperature. Four separate models were trained to predict the temperature 1, 3, 6, and 12 hours ahead. In the first experiment, only temperature was used as input to the networks. This constitutes an auto-regressive neural network (AR-NN). In the second experiment, precipitation data was introduced into the network, forming an auto-regressive neural network with exogenous input (ARX-NN). After extensive tuning of hyper parameters for all eight models, the prediction results of the models were compared. Introducing precipitation as an input to the ARX model was shown to slightly improve the prediction performance. Hence, it may be interesting to extend the model with other inputs. Mainly, it is of interest to study whether introduction of data from other geographical locations can improve the prediction results. Based on knowledge of how the jet stream moves and influences the weather, together with local pressure variations, it would be natural to add weather information from, e.g., Kristiansand, Oslo, etc. as exogenous inputs. This will be a topic for future research.
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Table 2. 1 hour prediction, selected hyper-parameter search.

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Epochs</th>
<th>Regression horizon</th>
<th>Layer structure</th>
<th>Learning rate</th>
<th>Training set loss</th>
<th>Validation set loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>3</td>
<td>3</td>
<td>0.001</td>
<td>0.0144</td>
<td>0.0109</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>24</td>
<td>3</td>
<td>0.001</td>
<td>0.0125</td>
<td>0.0105</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>24</td>
<td>17</td>
<td>0.01</td>
<td>0.0116</td>
<td>0.0101</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>24</td>
<td>17,12</td>
<td>0.01</td>
<td>0.0113</td>
<td>0.0100</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>24</td>
<td>17,12,9</td>
<td>0.01</td>
<td>0.0113</td>
<td>0.0101</td>
</tr>
<tr>
<td>6</td>
<td>810</td>
<td>24</td>
<td>17,12</td>
<td>0.01</td>
<td>0.0113</td>
<td>0.0100</td>
</tr>
</tbody>
</table>

Figure 5. Measured value and the outputs of 4 different ARX models.

Table 3. Hyper-parameters for each ARX model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test error</th>
<th>Epochs</th>
<th>Layer structure</th>
<th>Regression horizon</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 hour</td>
<td>0.0133</td>
<td>500</td>
<td>17,12</td>
<td>24</td>
<td>0.01</td>
</tr>
<tr>
<td>3 hour</td>
<td>0.0653</td>
<td>500</td>
<td>33,23</td>
<td>48</td>
<td>0.001</td>
</tr>
<tr>
<td>6 hour</td>
<td>0.0946</td>
<td>500</td>
<td>17,12</td>
<td>48</td>
<td>0.01</td>
</tr>
<tr>
<td>12 hour</td>
<td>0.0991</td>
<td>500</td>
<td>17,12</td>
<td>24</td>
<td>0.001</td>
</tr>
</tbody>
</table>
Figure 6. Error in Celsius for the ARX model over the 48 hour test set. The error is calculated as the difference between measured value and predicted value.


Comparison of Simulation Tools for Dynamic Models

Sveinung M. Sund\textsuperscript{1}, Marianne Plouvier\textsuperscript{2}, and Bernt Lie\textsuperscript{1}

\textsuperscript{1}University of South-Eastern Norway, Bernt.Lie@usn.no, \textsuperscript{2}IMT Mines Albi, France

Abstract

Macroscopic models are used extensively in process engineering, and can often be posed as DAE (Differential Algebraic Equation) models. Three generic tools for solving such DAEs are compared: OpenModelica, Julia, and MATLAB. To make the comparison concrete, a simple non-linear process model from the literature was extended by removing simplifying assumptions; the more complex model was posed as DAEs. Some implementation details of DAE models in OpenModelica, Julia, and MATLAB are given. Selected simulation results are given, with resulting execution time. The three tools gave identical simulation results. The tools are then compared wrt. cost, ease of use, documentation, numeric quality, Eco-system, and possibility for reuse of models/library. Overall, Julia appears may appear as the best choice. However, Modelica is found to be easier to use, so an ideal solution would probably be some tight integration of Modelica with Julia.

Keywords: process modeling, dynamics, DAEs, simulation tool.

1 Introduction

1.1 Background

Macroscopic models are used extensively in process engineering, and can in general be posed as a set of differential equations stemming from conservation/balance laws with the addition of algebraic relations describing thermodynamics, transport laws, reaction engineering, etc. The result is a set of Differential Algebraic Equations (DAE) with a relatively simple structure. Such DAE models can be transformed/reduced to Ordinary Differential Equations (ODEs) with some effort. The resulting ODEs are often simpler than the DAEs, thus more efficient solvers may be available. At the same time, reducing DAEs to ODEs also eliminates many variable which may be of interest to study.

In education, as well as in engineering practice, it is important to choose simulation tools for doing experiments on such models. Important aspects are, e.g.: cost, ease of use, how well the tool is documented, numeric quality, Eco-system (packages/functions for plotting, analysis, random numbers, control packages, access to time series database, etc.), possibility of reuse of the model (model library, extract information for control design, etc.).

Dynamic models are used for design and operation of systems, and it is therefore of interest to fit such models to experimental data, to reuse such models for process design, stability analysis, control design, estimator design, etc. The various simulation tools have different support for and capabilities wrt. analysis and synthesis. An important question is then: is it wise to aim at a one-language/tool solution, or is it better to use different tools for simulation and design/synthesis as long as the languages can interact?

1.2 Previous Work

Specialized process engineering tools are well developed, e.g., from AspenTech\textsuperscript{1}, Process Systems Enterprise\textsuperscript{2}, etc. More generic tools are also popular, such as Modelica based tools (OpenModelica\textsuperscript{3}, JModelica.org\textsuperscript{4}, Dymola\textsuperscript{5}, etc.), other high level tools (DAE Tools\textsuperscript{6}, APMonitor\textsuperscript{7}), script based tools (MATLAB\textsuperscript{8}, Python\textsuperscript{9}, Julia\textsuperscript{10}, etc.), and computer algebra systems (Mathematica\textsuperscript{11}, Maple\textsuperscript{12}, etc.). The possibility to integrate OpenModelica with Python to enable more extended analysis was studied in (Lie et al., 2016).

A simple model of a nonlinear, open loop unstable reactor is given in (Seborg et al., 1997). In a student project/exam paper at University College of South-East Norway\textsuperscript{13}, this model has been extended into a DAE model by removing some of the simplifying assumptions. Both of these models are suitable for testing basic capabilities of simulation tools for handling small-scale models.

1.3 Organization of Paper

In this paper, we compare the suitability of selected tools (OpenModelica, Julia, MATLAB) for solving macroscopic DAE models in process engineering. The paper...
is organized as follows. In Section 2, an overview of a suitable DAE model structure is given, with details of the case study model. In Section 3, some general characteristics and specific implementation details of the models in the chosen languages are given. In Section 4, selected simulation results are given, together with some resulting execution times. In Section 5, the findings are discussed, before some conclusions are drawn in Section 6. An appendix gives some model details.

2 Model Overview

2.1 Mechanistic Model Structure

Mechanistic models at the macroscopic level can typically be described using balance laws of form

\[
\frac{dx}{dt} = f(x, z, u; \theta)
\]

(1)

where differential variable \(x\) is the “balanced” property (amount, momentum, energy), while \(z\) is some auxiliary algebraic variable, \(u\) is some input variable and \(\theta\) is some model constant/parameter. Such models need to be complemented with transport/thermodynamic/reaction laws (constitutive laws) of form

\[
0 = g(x, z, u; \theta).
\]

(2)

Together, Eqs. 1 and 2 form a set of differential-algebraic equations, DAE. The set of differential variables and algebraic variables is referred to as the model descriptor, \((x, z)\). Such DAE models are conceptually simple to formulate, but may contain relatively many descriptor variables and many parameters \(\theta\).

DAE models can be manipulated into sets of ordinary differential equations, ODE, of form

\[
\frac{d\tilde{x}}{dt} = f(\tilde{x}, u; \tilde{\theta})
\]

(3)

where \(\tilde{x}\) is a state of the system. For DAE models of index 1, \(\dim x \geq \dim \tilde{x}\), while for DAE models of index larger than 1, it is possible that \(\dim x \leq \dim \tilde{x}\). Normally \(\dim \theta \geq \dim \tilde{\theta}\).

Tools for analyzing ODE models (solvers, stability concepts, etc.) are better developed than tools for DAE models. ODE models are smaller and faster to solve, but manual model simplification may introduce (model) errors. DAE models, on the other hand, hold more information (the algebraic variables), and are simpler to formulate, so there are important advantages in keeping models in DAE form.

It is of interest to compare how easy it is to formulate DAE models and solve them in popular modeling/simulation tools. For such a comparison, it is convenient to introduce a case study.

2.2 Process Overview

We consider a liquid reactor of constant volume \(V_i\), with influent volumetric flow rate \(V_i\), influent concentration \(c_{A,i}\) of reactant A carried via an inert solvent \(S\), and influent temperature \(T_i\), Fig. 1.

It is of interest to convert species A into species B through an exothermic reaction

\[
aA \rightarrow B;
\]

(4)

the products are carried out of the reactor via solvent \(S\). To keep control of reactor temperature \(T\), heat rate \(\dot{Q}\) is added by flowing a liquid at temperature \(T_c\) through the tube side of a coil/heat exchanger. With a high flow rate of the cooling liquid, \(T_c\) is constant through the heat exchanger, and the heat rate can be described as

\[
\dot{Q} = \mathcal{U}A(T_c - T).
\]

(5)

where \(\mathcal{U}A\) is a parameter. If \(T_c < T\), \(\dot{Q} < 0\) and the reactor is cooled.

The rate of reaction \(r\) is given as

\[
r = k c_A^a
\]

(6)

where \(a\) is the reaction order and \(k\) is given by the Arrhenius expression

\[
k = k_0 \exp \left( \frac{-E}{R T} \right).
\]

(7)

The operation of the reactor is influenced by inputs \(V_i, c_{A,i}, T_i\) and \(T_c\), and it is of interest to study how these influence the outputs \(c_A, c_B\) and \(T\).

Although the case study has inputs \(u = (V_i, c_{A,i}, T_i)\) and outputs \(y = (c_A, c_B, T)\), in a control problem one may choose to control the temperature \(y = T\) by manipulating the input \(u = T_c\). In that case, the additional inputs \((V_i, c_{A,i}, T_i)\) may be considered disturbances.

For practical purposes, the cooling \textit{liquid} temperature \(T_c \in [4, 90] \, ^\circ\text{C}\) or so. In reality, \(T_c\) is not directly controllable. Instead, an influent “cooling” temperature \(T_{c,i}\) could be varied while temperature \(T_i\) in the heat exchanger is varied via manipulating the cooling liquid flow rate.

\[\text{14Inert implies non-reacting.}\]

\[\text{15If vaporized, higher temperatures may be achieved.}\]
2.3 Balance Equations

For the given process, the following balance equations are relevant,

\[ \frac{d}{dt} m_S = \dot{m}_{S,i} - \dot{m}_{S,e} \]  
(8)

\[ \frac{d}{dt} n_A = \dot{n}_{A,i} - \dot{n}_{A,e} + \dot{n}_{A,g} \]  
(9)

\[ \frac{d}{dt} n_B = \dot{n}_{B,i} - \dot{n}_{B,e} + \dot{n}_{B,g} \]  
(10)

\[ \frac{d}{dt} U = H_i - H_e + Q \]  
(11)

where \( \dot{x} \) indicates flow of variable \( x \) (in general, \( \dot{x} = \frac{dx}{dt} \)), \( m \) is mass, \( n \) is amount in mole, \( U \) is internal energy, and \( H \) is enthalpy; from thermodynamics, \( U \triangleq H - pV \) and \( \dot{U} \triangleq \dot{H} - p\dot{V} \). The differential variable is \( x = (m_S, n_A, n_B, U) \).

Indices \( i, e, \) and \( g \) indicate influent, effluent, and generation, respectively.

2.4 Model Complexity

Here, we will operate with two levels of model complexity.

1. At first, we will simply assume an ideal solution. The resulting model will occasionally be referred to with index \( \ast \). For this model, the reactor composition influences both reactor density and energy properties.

2. In a simpler model, we will both assume constant overall density due to domination of solvent \( S \), and that the composition does not influence the energy properties. If we also assume a first order reaction \( (a = 1) \), these are the assumptions behind the original model as presented in Example 2.5 of (Seborg et al., 2011). The original model is in state space form, with \( c_A \) and \( T \) as states. This model will occasionally be referred to with index \( org \).

2.5 Ideal Solution Model

We assume a perfectly mixed tank volume \( V \). We will also assume an ideal solution. Let superscript \( \ast \) indicate a quantity representing a hypothetically pure substance. Assuming an ideal solution implies:

\[ V = V_S^\ast + V_A^\ast + V_B^\ast \]  
(12)

\[ H = H_S^\ast + H_A^\ast + H_B^\ast \]  
(13)

where

\[ V_j^\ast = \frac{m_j}{\rho_j^\ast} \]  
(14)

\[ m_j = n_j M_j \]  
(15)

\[ H_j^\ast = m_j R_j^\ast = n_j R_j^\ast \]  
(16)

Similarly, for the influent flow, we find

\[ \dot{V}_i = \dot{V}_S^\ast_i + \dot{V}_A^\ast_i \]  
(17)

\( \dot{V}_{B,i}^\ast \equiv 0 \) (no feed of species \( B \)). Equations 12, 13, and 17 are based on the assumption of ideal solution, and are not generally valid. Equations 14–16, on the other hand, are valid by definition.

In addition to the ideal solution assumption, we need a model of liquid specific enthalpy. For an ideal (incompressible) liquid with temperature independent specific heat capacity:

\[ \dot{H}_S^\ast = \dot{H}_S^\ast + c_{p,S}(T - T^\circ) \]  
(18)

and similar for species \( A \) and \( B \). Here, \( (\dot{H}_S^\ast, T^\circ) \) are specific enthalpy at standard state and a chosen reference temperature \( T^\circ \). Assuming ideal solution implies that

\[ m_S = \rho_S^\ast \left( V - \frac{n_A M_A}{\rho_A^\ast} - \frac{n_B M_B}{\rho_B^\ast} \right) \]  
(19)

which gives an algebraic constraint between balanced variables \( m_S, n_A, n_B \), hence only two of the three amount balances in Section 2.3 are independent — and we really only have 3 states in the system. Similarly (no influent of species \( B \)),

\[ \dot{m}_{S,i} = \rho_S^\ast \left( 1 - \frac{c_A M_A}{\rho_A^\ast} \right) \dot{V}_i \]  
(20)

In total, the ideal solution DAE model has 18 constants/parameters \( \theta \), 4 differential variables \( z \), 41 algebraic variables \( \zeta \), and 4 input variables \( u \). The number of state variables is 3; these are necessary to specify the system at initial time. Model parameters are given in Table 3, while operating conditions are given in Appendix A, Table 4.

2.6 Original ODE Model

The ideal solution DAE may be reduced to ODE form. Converting the species balances to differential equations for the concentrations, the result is rather complicated, and can be expressed in implicit form as

\[ M \cdot \frac{d}{dt} \left( \begin{array}{c} c_A \\ c_B \end{array} \right) = \left( \begin{array}{c} c_A V - c_A R V \\ - c_A R \rho_A^\ast c_A \rho_A^\ast \end{array} \right) \]  
(21)

where \( M \) is the “mass matrix”

\[ M = \left( \begin{array}{cc} 1 + \frac{c_A M_A / \rho_A^\ast}{1 - \frac{c_A M_A / \rho_A^\ast}{\rho_B^\ast}} & \frac{c_A M_B / \rho_B^\ast}{1 - \frac{c_A M_A / \rho_A^\ast}{\rho_B^\ast}} \\ \frac{c_B M_B / \rho_B^\ast}{1 - \frac{c_A M_A / \rho_A^\ast}{\rho_B^\ast}} & 1 + \frac{c_B M_B / \rho_B^\ast}{1 - \frac{c_A M_A / \rho_A^\ast}{\rho_B^\ast}} \end{array} \right) \]  
(22)

and the reaction rate is as in Eqs. 6–7. The internal energy balance can be simplified to

\[ C_p \frac{d}{dt} T = \frac{\dot{V}_i}{V} C_{p,i} (T_i - T) + (\Delta H) r V + \dot{Q} \]  
(23)

\[ ^{16}\text{For species A and B, molar enthalpy is used.} \]
where

\[ C_p = c_A V \tilde{c}_{p,A}^* + c_B V \tilde{c}_{p,B}^* + m_S \tilde{c}_{p,S}^* \]  
\[ C_{p,i} = V \rho_S \tilde{c}_{p,S}^* + V c_A \tilde{c}_{p,A}^* \]  

with \( m_S \) as in Eq. 19, while the reaction enthalpy \( \Delta \tilde{H} \) is

\[ \Delta \tilde{H} = \tilde{h}_{B}^* - a \tilde{h}_{A}^* + \left( \tilde{c}_{p,B}^* - a \tilde{c}_{p,A}^* \right) \left( T - T^\circ \right) \]  

and added heat rate is as in Eq. 5.

If we assume that the solvent totally dominates the mixture, the ideal solution model simplifies further to an ODE with identical structure as that of Example 2.5 in (Seborg et al., 2011). Further, the reaction order is set to \( a = 1 \) and specific heat capacities are chosen as \( \tilde{c}_{p,B}^* \equiv \tilde{c}_{p,A}^* \), then the model becomes identical to that of (Seborg et al., 2011). The original, constant density model is presented in (Khalili and Lie, 2018).

### 3 Implementation Details

#### 3.1 Basic Language Characteristics

This paper considers modeling languages Modelica, Julia, and MATLAB. For Modelica, tool OpenModelica is used.

Modelica is equation based and object oriented. Equality symbol \( = \) represents true mathematical equality, thus equations can appear in arbitrary order, and equations can be implicit. Constants and (default) parameters are named and given value within the model class, and input variables are supported. Modelica is object oriented, thus statement \( \text{Real } T = 273.15 \) instantiates and gives value to a quantity named \( T \) in class \( \text{Real} \). Similarly, if we create a model class \( \text{CSTR} \), statement \( \text{CSTR } m\text{CSTR}(R=8.31) \) instantiates a model object \( m\text{CSTR} \) from class \( \text{CSTR} \) and sets class parameter \( R = 8.31 \).

When running Modelica models, they are first translated to assignments. This implies that a symbolic reordering and simplification of the model equations take place, before C code is generated and compiled to an executable file. If debugging is needed, this complicates matters because the actually executed order of the equations may differ from the order in the Modelica code.

Both Julia and MATLAB are assignment based. Thus, symbol \( = \) represents assignment. In assignments, the order of the statements is important. Typically, the current value of the model descriptor is passed as an input argument, possibly together with parameter values, and current time. There is no direct support for system inputs. The current descriptor and the parameter are passed with the abstract names (e.g., \( x \) and \( \text{par} \)), and may be given a physically recognizable name within the function body. Examples: if the first element in the descriptor is the mass of solvent \( m_S \), we could name it as \( m_S = x \{ 1 \} \). Similarly, if the first element of the parameter is \( \tilde{h}A \), we could name it as \( \tilde{h}A = \text{par} \{ 1 \} \). This would be needed in order to use recognizable label names in the model formulation — for ease of understanding the code. Also, initial values of the full descriptor and parameter needs to be given outside of the model function.

Being assignment based, debugging is relatively easy because the statements are executed in the order they appear in the model.

#### 3.2 Modelica Formulation

In Modelica (Fritzson, 2015), models are classes: the Ideal Solution model is named \( \text{ModSeborgCSTR} \) is enclosed between statements

\[ \text{model } \text{ModSeborgCSTR} \]

\[ \text{...} \]

\[ \text{end } \text{ModSeborgCSTR}; \]

The model body is composed of sections, given by a section statement which ends with line feed. Within sections, statements can be multi-line, and are ended by a semicolon \( ; \). The model quantities are usually defined in the first section. As an example, parameter \( \rho_S \), variable \( m_S \) with consistent initial value \( m_S0 \), and input variable \( T_c \) are defined by

\[ \text{parameter } \text{Real } \rho_S, \text{Real } m_S\text{(start = mS0)}; \]

\[ \text{input } \text{Real } T_c; \]

After the declaration of quantities, an equation section is declared by section statement equation. As an example, equations \( \frac{dn_A}{dt} = -h_{A,i} \) \( - h_{A,e} + h_{A,g} \) and \( V = V_S + V_A + V_B \) can be stated as

\[ \text{der}(nA) = -nA_i - nA_e + nA_g; \]

\[ V = V_S + V_A + V_B; \]

For balanced models, all model constants/parameters should be specified within the model class, and the model should hold the same number of equations as variables — with the exception of input variables which are defined outside of the model class.

Models without input variables can be instantiated directly from the model class, and simulated. On the other hand, models with input variables must be instantiated in another model class, and be given an input value in this other model class. Several models can be wrapped within a package and put in a file with the same name as the package. Here, we use package name \( \text{SeborgCSTR} \), and the package is enclosed between statements

\[ \text{package } \text{SeborgCSTR} \]

\[ \text{...} \]

\[ \text{end } \text{SeborgCSTR}; \]

To define the inputs to model \( \text{ModSeborgCSTR} \), we thus create a second model \( \text{SimSeborgCSTR} \) which is enclosed statements as required for model classes. Within this second model, we instantiate object \( \text{srIS} \) in the declaration section by statement \( \text{ModSeborgCSTR} \text{srIS} \); — the class name followed by the object name, similar to the statement \( \text{Real } m_S\text{(start = mS0)} \);. It is possible to let the instantiated object \( \text{srIS} \) over-rule a parameter specified in class \( \text{ModSeborgCSTR} \) just as object
mS has over-rulled a (default) parameter in class Real. Finally, in the equation section of class SimSeborgCSTR, we can give an input value to the instantiated object srIS with a statement such as srIS.Tc = 300;

To run the Modelica model, we can import the package into OpenModelica\textsuperscript{17}, select the main class that we want to solve (SimSeborgCSTR), check the model for errors, and set up simulation details (solver, simulation length, tolerance, etc.), and simulate the system. OpenModelica has simple facilities for plotting results and saving the plots to file.

### 3.3 Julia Formulation

To solve differential equations in Julia\textsuperscript{18}, it is necessary to add package DifferentialEquations (Rackauckas and Nie, 2017) from GitHub, which is straightforward. To activate this package within a Julia session, issue statement

```
using DifferentialEquations
```

With this package, DAEs are posed as a DAEProblem. As an example, specifying the Ideal Solution model in function seborg_is with descriptor $x$\textsuperscript{19} and initial value guesses for $\frac{dx}{dt}$ and $x_0$ given by $dxdt0$ and $x0$, simulation time span $tspan$, and parameter vector $\theta$ given in $par\_is$, the DAE problem named probis is set up by command:

```
julia> probis = DAEProblem(seborg_is,dxdt0,x0 ,tspan,par_is,differential_vars=diff_vars )
```

where keyword argument differential_vars is given value diff_vars; diff_vars is a Boolean vector (1D array) with true value for elements corresponding to differential variables in $x$, and false value for elements corresponding to algebraic variables.

The DAE problem is then solved by issuing command:

```
julia> solis = solve(probis, IDA())
```

where IDA is the name of the chosen solver code (Hindmarsh et al., 2005). The solution is stored in type (object) solis.

The model has been implemented in function seborg_is, which is defined with arguments seborg_is(err,dxdt,x,par,t). Here, variable err contains the errors in the equations: if $e$ is this error, then the DAE formulation is rephrased into $e_d = -\frac{dx}{dt} + f(x,z,u;\theta)$ and $e_A = g(x,z,u;\theta)$, respectively for the differential and algebraic equations; the solver then attempts to make the error $err = (e_d, e_A)$ as close to zero as possible. In order to operate with variables within the Julia function which are physically descriptive, it is necessary to rename the abstract names like $dxdt$, $x$, and $par$ into $dmSdt = dxdt[1]$, etc. The model is then specified via statements for err, e.g.,

```
err[1] = -V + VS + VA + VB 
... err[42] = -dmSdt + mdSi - mdSe 
```

etc. Input variables must be specified within the model function.

The Julia solver is more restrictive wrt. initial conditions than OpenModelica: for Julia, decent guesses for both $dxdt$ and $x$ must be supplied in order for the solution to be found, while for OpenModelica, initial conditions for the state suffice.

### 3.4 MATLAB Formulation

The MATLAB\textsuperscript{20} formulation is written in a script named seborg_is. There are several ways to formulate DAE models in MATLAB, e.g., via the Mass Matrix. Here, we have instead used the Symbolic Math Toolbox to convert the system to a form suitable for numeric solvers.\textsuperscript{21}

Quantities are declared using the syms function, with a distinction between variables and constants. As an example, the dependent variable $n_A$ is written as $nA(t)$ and the parameter $V$ as $V$. Further, the Symbolic Math Toolbox functionality allows for the algebraic relations to be specified as mathematical equalities. As an example, equations $\frac{dnA}{dt} = nA_i - nA_e + nA_g$ and $n_A = cAV$ can be written as

```
eqn1 = diff((nA(t)),t) == ndAi - ndAe(t) + ndAg(t); 
... eqn5 = nA(t) == cA(t)*V; 
```

These equations are stored in a row vector and the variables in a column vector. In the case of ideal solution, it is necessary to reduce the differential index by invoking the reduceDifferentialOrder function. This function takes the equations and variables as input and creates new equations and variables to replace derivatives.

Next, input variables and parameters must be assigned a value and formulated as function handles suitable for MATLAB solvers. MATLAB is very sensitive regarding the order of assignment of variables and initial values. It is also necessary to set initial values for every variable, including the differential variables created by reduceDifferentialOrder, which can be complicated to initialize. The decic function can be called to find consistent initial values that satisfy the equations from initial guesses. This function is sensitive to the input tolerances, and may produce false solutions if they are set too low.

Finally, the system is solved by integrating over a specified time span with the implicit solver ode15i.

\textsuperscript{17}https://openmodelica.org/  
\textsuperscript{18}https://juliablog.org/  
\textsuperscript{19}Julia doesn’t distinguish between differential and algebraic variables.  
\textsuperscript{20}https://mathworks.com/  
\textsuperscript{21}https://se.mathworks.com/help/symbolic/solve-differential-algebraic-equations.html? s_tid=gn_loc_drop
Figure 2. Temporal evolution of concentration $c_A$ and temperature $T$ for original model (solid) and ideal solution model (dotted).

Table 1. Average Scaled Execution Times over 1000 runs; basis is 5.3 ms for solving Ideal Solution (IS) model in Julia.

<table>
<thead>
<tr>
<th></th>
<th>OM*</th>
<th>Julia</th>
<th>MATLAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORG</td>
<td>11.5</td>
<td>0.36</td>
<td>0.3 (6.0)</td>
</tr>
<tr>
<td>IS</td>
<td>12.4</td>
<td>1</td>
<td>11.1</td>
</tr>
</tbody>
</table>

Table 2. Comparison of Simulation Tools for solving DAE models. OM = (Open)Modelica, grading A–F where A is best.

<table>
<thead>
<tr>
<th></th>
<th>OM</th>
<th>Julia</th>
<th>MATLAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>A</td>
<td>A</td>
<td>E</td>
</tr>
<tr>
<td>Ease of use</td>
<td>B</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>Documentation</td>
<td>C</td>
<td>D</td>
<td>A</td>
</tr>
<tr>
<td>Numeric quality</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Debugging</td>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
<tr>
<td>Eco-system</td>
<td>D</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>Library facility</td>
<td>A</td>
<td>C</td>
<td>D</td>
</tr>
</tbody>
</table>

ode45(ode15s) for ORG, ode15i for IS). For DAE problems, the tolerances have been tuned to find a solution for Julia and MATLAB.

2. For the DAE model, OpenModelica and Julia need to iterate to find initial value for the entire descriptor, while this has been precomputed for MATLAB.

3. For the ODE model, MATLAB solves the problem quickly when using the ode45 solver, but 20 times slower when using the ode15s solver. This must be due to considerable overhead when using a stiff solver on a non-stiff problem.

4. OpenModelica code has been optimized, translated to C and compiled into an executable file. Thus, OpenModelica code should execute fast. The reason why OpenModelica is relatively slow must therefore lie in some inefficiency in the Python API.

5 Discussion

Table 2 gives a subjective comparison of computer languages/tools MATLAB, Julia, and OpenModelica.

With excellent support for libraries, similarity between theoretic model and implementation, support for input variables, and inclusion of named quantities within classes, Modelica is made for DAEs and is easy to use. It suffices to specify initial states; this adds to the ease of use. Julia package DifferentialEquations.jl gives good support for DAEs. MATLAB has good built-in support for ODEs; for solving DAEs, some complexity is involved in combining additional toolboxes such as the Symbolic Toolbox. Julia and MATLAB require good initial guesses for the entire descriptor and its derivative, which adds to their complexity.

MATLAB documentation is excellent, Modelica has a handful of introductory books, while the Julia language is still in a flux prior to v. 1.0\(^{23}\) with partially outdated and simple books. All three languages have excellent solvers, still Julia has by far the largest set of available solvers.

MATLAB has a useful visual debugger with breakpoints. Being a young language, Julia currently has somewhat poor support for debugging. Because both languages

\(^{22}\) Jupyter notebook

\(^{23}\) Julia v.1.0 is scheduled for August 6, 2018.
are assignment based, debugging is relatively easy. Modelica is equation based, thus equations are reordered and modified during translation to executable code without user intervention. It is therefore difficult for the user to keep track of which assignment comes first — and therefore which equation causes the problem. Modelica does have decent syntax checking and the user can keep track of undeclared/unused quantities, and whether the number of equations matches the number of unknowns. Also, there is a debugger which keeps track of the re-ordering of equations, but some expertise is needed to use this debugger efficiently.

MATLAB comes with good plotting capabilities, random number generators, etc., and has a rich Eco-system. Julia has a large set of available packages of very good quality, including support for Automatic Differentiation, which conceptually can be used for automatic linearization of models. Modelica has a more limited Eco-system, and lacks good support for random number generation, good plotting capabilities, etc. However, OpenModelica has support for automatic linearization, optimal control, etc., which can be integrated with Python via a Python API.

Although MATLAB and Julia have tools for solving DAEs, they lack good support for libraries and flowsheeting. Modelica, on the other hand, excel in these areas.

6 Conclusions

When it comes to ease of use, direct translation from mathematical model to computer code, and support for libraries, Modelica is the clear winner. Coding DAE models is simple in Julia, too, but the notation is more abstract, and more importantly: a decent initial value for the entire descriptor is required. MATLAB is somewhat more complex in use than Julia again, and is also demanding wrt. initial value for the descriptor.

Regarding documentation and debugging, MATLAB is the clear winner. Julia is a very new language; v. 1.0 is still in the pipeline, and it is natural that the documentation is lacking. However, it is expected that documentation for Julia, as well as debugging facilities, will improve rapidly. Modelica has good documentation and decent debugging facilities.

The MATLAB Eco-system is extensive; Julia’s is smaller, but surpasses that of MATLAB in some areas. The Modelica/OpenModelica Eco-system is more limited, with only rudimentary tools for plotting and analysis.

Regarding numeric quality, the languages are comparable although Julia is richest wrt. solvers. For execution speed, OpenModelica (compiled C code) and Julia (low level JIT compiler) should have an edge over MATLAB. Limited results indicate that, indeed, Julia is very fast. However, OpenModelica is comparable to MATLAB. The reason for this may lie in overhead in the Python API.

The ideal tool would be a one-language solution; this would enable application of the entire Eco-system on the model, e.g., automatic differentiation, mixing model and optimization, structural analysis of the model, etc. At the moment, Julia is perhaps the best/most promising one-language tool.

However, recent work enables operation of OpenModelica within Python; support for integration of OpenModelica in both Julia and MATLAB are in the works. Although these are two-language solutions, the combinations reduce OpenModelica’s disadvantage wrt. Eco-system. It would be better with an even tighter integration to eliminate interface overhead; this could, e.g., be achieved by compilation of Modelica into a script language instead of into C.

A Parameters and Operating Conditions

For the DAE model, choose the following parameters for the model, Table 3. The operating conditions (initial states, inputs) are defined in Table 4.
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Table 3. Parameters for ideal solution liquid reactor.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of pure species S</td>
<td>( \rho_S )</td>
<td>1000 g/L</td>
</tr>
<tr>
<td>Density of pure species A</td>
<td>( \rho_A )</td>
<td>1500 g/L</td>
</tr>
<tr>
<td>Density of pure species B</td>
<td>( \rho_B )</td>
<td>2500 g/L</td>
</tr>
<tr>
<td>Molar mass of species A</td>
<td>( M_A )</td>
<td>50 g/mol</td>
</tr>
<tr>
<td>Molar mass of species B</td>
<td>( M_B )</td>
<td>( a \cdot M_A )</td>
</tr>
<tr>
<td>Reactor volume</td>
<td>( V )</td>
<td>100 L</td>
</tr>
<tr>
<td>Stoichiometric constant</td>
<td>( a )</td>
<td>1</td>
</tr>
<tr>
<td>Activation energy per gas constant</td>
<td>( E/R )</td>
<td>8750 K</td>
</tr>
<tr>
<td>Reaction constant</td>
<td>( k_0 )</td>
<td>\exp \left( \frac{E/R}{298} \right) \approx 7.2 \cdot 10^{10} \text{ min}^{-1}</td>
</tr>
<tr>
<td>Standard state temperature</td>
<td>( T^o )</td>
<td>293.15 K</td>
</tr>
<tr>
<td>Standard state pressure</td>
<td>( p^o )</td>
<td>1.01 \times 10^{5} Pa</td>
</tr>
<tr>
<td>Specific enthalpy of species S at ((T, p^o))</td>
<td>( \dot{H}_S )</td>
<td>0 J/g</td>
</tr>
<tr>
<td>Molar enthalpy of species A at ((T, p^o))</td>
<td>( \dot{H}_A )</td>
<td>5 \times 10^{4} J/mol</td>
</tr>
<tr>
<td>Molar enthalpy of species B at ((T, p^o))</td>
<td>( \dot{H}_B )</td>
<td>0 J/mol</td>
</tr>
<tr>
<td>Specific heat capacity of species S</td>
<td>( c_{p,S} )</td>
<td>0.239 J/(gK)</td>
</tr>
<tr>
<td>Molar heat capacity of species A</td>
<td>( c_{p,A} )</td>
<td>5 J/(molK)</td>
</tr>
<tr>
<td>Molar heat capacity of species B</td>
<td>( c_{p,B} )</td>
<td>5 J/(molK)</td>
</tr>
<tr>
<td>Heat transfer parameter</td>
<td>( \mu_A )</td>
<td>5 \times 10^{4} J/(minK)</td>
</tr>
</tbody>
</table>

Table 4. Operating conditions for ideal solution liquid reactor. Superscript * for inputs indicates nominal inputs.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial value, concentration of A</td>
<td>( c_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial mole number of species B</td>
<td>( n_{B</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>( T_{i=0} )</td>
<td>350 K</td>
</tr>
<tr>
<td>Initial mole number, A</td>
<td>( n_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial mass, species A</td>
<td>( m_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial mass, species B</td>
<td>( m_{B</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial volume, pure species A</td>
<td>( V_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial volume, pure species B</td>
<td>( V_{B</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial volume, pure species S</td>
<td>( V_{S</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial mass, species S</td>
<td>( m_{S</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial specific enthalpy of species S</td>
<td>( \dot{H}_{S</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial molar enthalpy of species A</td>
<td>( \dot{H}_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial molar enthalpy of species B</td>
<td>( \dot{H}_{B</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial enthalpy of species S</td>
<td>( H_{S</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial enthalpy of species A</td>
<td>( H_{A</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial enthalpy of species B</td>
<td>( H_{B</td>
<td>i=0} )</td>
</tr>
<tr>
<td>Initial total enthalpy of ideal mixture</td>
<td>( H_{i=0} )</td>
<td>( H_{A</td>
</tr>
<tr>
<td>Initial internal energy</td>
<td>( U_{i=0} )</td>
<td>( H_{i=0} - p^o V \times 10^{-3} ) in J</td>
</tr>
<tr>
<td>Influent volumetric flow rate</td>
<td>( \dot{V}_{i} )</td>
<td>100 L/min</td>
</tr>
<tr>
<td>Influent concentration of species A</td>
<td>( c_{A,i} )</td>
<td>1 mol/L</td>
</tr>
<tr>
<td>Influent temperature</td>
<td>( T_{i} )</td>
<td>350 K</td>
</tr>
<tr>
<td>Cooling liquid temperature</td>
<td>( T_{C} )</td>
<td>300 K</td>
</tr>
</tbody>
</table>
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Abstract

Many industrially important reactors are operated over a regime where they exhibit nonlinear behavior. Exothermic reactors are often open-loop unstable. For such reactors, safe operation with good performance requires good control. We have considered linear controllers and tested these on a simple chemical engineering non-linear, open loop unstable model and an extension of the model in order to do a basic test of model uncertainty. Specifically, a PI controller has been tuned and tested. The operation of an Extended Kalman Filter (EKF, KF) has been tuned and tested. Based on feedback from estimated states in the EKF, a linear quadratic controller with integral action (LQG+I) has been tuned and tested. The PI controller lead to negative cooling water temperature upon a step change in temperature reference. When constraining the input to liquid water with anti-windup, PI control gives considerable undesirable overshoot in the reactor temperature. The LQG+I controller performs much better wrt. temperature overshoot. Overall, the reported work has demonstrated how a modern simulation set-up (OpenModelica + Python) can be used for model based control analysis and design.

Keywords: nonlinear reactor, model uncertainty, control design, PI control, LQG control

1 Introduction

1.1 Background

Many industrially important reactors are operated over a regime where they exhibit nonlinear behavior. Exothermic reactors are often open-loop unstable. For such reactors, safe operation with good performance requires good control.

It is of interest to compare how modern tools can be used to efficiently and accurately assess the performance of both standard PI controllers and more advanced multivariable controllers. In the simplest case, classical output feedback linear quadratic reactors with state estimation (LQG) could be considered, possibly extended with constraint handling as in linear model predictive control (MPC). A further extension could involve nonlinear MPC and nonlinear state estimation, but also nonlinear feedback controllers such as passivity based controllers and nonlinear observers.

To make the comparison concrete, it is useful to introduce a representative model which is nonlinear and open loop unstable, with constraints in inputs and outputs. It is also of interest to consider systems which are multivariable input with multivariable outputs (MIMO), and also systems with stable or unstable zero dynamics.

1.2 Previous Work

Classical control is well developed (Åstrøm and Murray, 2008), (Seborg et al., 2011); the same is true for linear quadratic optimal control (Anderson and Moore, 1989). Model predictive control is newer (Maciejowski, 2002), (Rawlings et al., 2017). State estimation is described, e.g., in (Simon, 2006). Basic nonlinear control is described in (Henson and Seborg, 1997).

A nonlinear, open loop unstable single input - single output (SISO) reactor model is described in (Seborg et al., 2011); an extension of the model is described in (Sund et al., 2018). The Modelica modeling language is useful for encoding dynamic models (Fritzson, 2015), and extended analysis can be achieved by combining Modelica with Python (Lie et al., 2016).

1.3 Organization of Paper

Section 2 describes the chosen illustrative process model, together with the control problem. In Section 3, a PI controller for the open-loop unstable process model is developed, including a description of an anti-windup algorithm that is easy to implement in Modelica. Further, continuous LQ control with integral action is described, and a controller is tuned. Next, a discrete time constant gain state estimator is discussed. In Section 4, the state estimator is tested for both the original model and an extended model, then the PI controller is tested for both models. Finally, the LQG+I controller is tested. In Section 5, the results are discussed, and some conclusions are drawn. In three appendices, the extended model is described, a nominal linear model is given, and the extended LQ+I system is given.
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2 Problem Description

2.1 Process Overview

We consider a liquid reactor of constant volume $V$, with influent volumetric flow rate $V_i$, influent concentration $c_{A,i}$ of reactant A carried via an inert solvent $S$, and influent temperature $T_i$, Fig. 1.

It is of interest to convert species A into species B through an exothermic reaction

$$ aA \rightarrow B; $$

the products are carried out of the reactor via solvent $S$. To keep control of reactor temperature $T$, heat rate $\dot{Q}$ is added by flowing a liquid at temperature $T_c$ through the tube side of a coil/heat exchanger. With a high flow rate of the cooling liquid, $T_c$ is constant through the heat exchanger, and the heat rate can be described as

$$ \dot{Q} = \mathcal{H}A(T_c - T). $$

where $\mathcal{H}A$ is a parameter. If $T_c < T$, $\dot{Q} < 0$ and the reactor is cooled.

The rate of reaction $r$ is given as

$$ r = k c_A^a $$

where $a$ is the reaction order and $k$ is given by the Arrhenius expression

$$ k = k_0 \exp\left(-\frac{E_A}{T}\right). $$

The operation of the reactor is influenced by inputs $V_i$, $c_{A,i}$, $T_i$ and $T_c$, and it is of interest to study how these influence the outputs $c_A$, $c_B$ and $T$.

Assuming that the reaction mixture constitutes an ideal solution, a DAE formulation of the system model is discussed in (Sund et al., 2018). Appendix A suggests how the DAE model can be manipulated into an implicit ODE, and furthermore how assuming first order reaction ($a = 1$), constant reactor density, and constant thermal parameters leads to the model in (Seborg et al., 2011). A Linear Time Invariant (LTI) approximate model in form

$$ \frac{dx^\delta}{dt} = Ax^\delta + Bu^\delta $$

$$ y^\delta = Cx^\delta + Du^\delta $$

is given in Appendix B where superscript $\delta$ indicates deviation from a nominal solution, based on the conditions suggested in (Sund et al., 2018) and computed using a Python API for OpenModelica (Lie et al., 2016).

2.2 Control Problem

Although the case study has inputs $u = (V_i, c_{A,i}, T_i, T_c)$ and outputs $y = (c_A, c_B, T)$, in a control problem one may choose to control the temperature $T = T_c$ by manipulating the input $u = T_c$. In that case, the additional inputs $(V_i, c_{A,i}, T_i)$ may be considered disturbances.

Realistic controllers must utilize output feedback; internal states are not known in practice, thus state feedback is infeasible. We compare the operation of linear controllers such as proportional (P) and linear quadratic (LQ) and linear quadratic with state estimation (LQG), as well as their versions with integral action (PI, LQ+I, LQG+I). Some key differences are that P+PI and LQG, LQG+I are output feedback controllers, while LQ, LQ+I are unrealistic state feedback controllers. The main difference between P+PI and LQ(G), LQ(G)+I controllers are that P+PI controllers do not use much information about the system dynamics, while LQ(G), LQ(G)+I controllers include a dynamic model.

With digital controllers, measurements are available at given sample times, and it is common to use zero-order hold of the control input between each sample. In modern control systems, also P+PI controllers are usually implemented as digital controllers.

3 Controller Design

3.1 PI Controller

Using the linearized model in Appendix B with $T_c$ as control input, the closed loop matrix $A_{cl}$ with a proportional controller (P controller) is

$$ A_{cl} = A - K_p B_{c,1}C $$

where $B_{c,1}$ is the first column of $B$. Looping through $K_p \in [-1, 8]$ leads to the closed loop eigenvalues as depicted in Figure 2.

The P-controller stabilizes the system for $K_p \approx 1.2$; $K_p = 5.7$ gives two real, closed loop eigenvalues/poles at approximately $\lambda \approx -5$, which implies closed loop time constants $\tau_j \approx \frac{1}{5} = 0.2$.

For a proportional + integral controller, it is reasonable to let the reset time (= integral time) be, say, 10 times larger than the closed loop time constants of a P controller. Thus, the PI controller

$$ T_c(s) = T_{cl}^* + K_p \frac{1 + T_{int}s}{\tau_{cl}^*} \cdot e(s) $$

$$ e(s) = T_{ref}(s) - T(s) $$

1Inert implies non-reacting.

2Especially, LQ controllers give “intelligent” derivative action.
with $K_p = 5.7$ and $T_{int} = 2$ may be an acceptable choice. Nominal input $T_c$ is not needed with integral action, but is useful to avoid an initial “kick” in the control action. $T_{ref}$ is the reference temperature. If we let $T_{int} \to \infty$, the controller becomes a P controller.

In the time domain, we can express the PI controller as

$$T_c - T_c^* = K_p e + \frac{d\hat{T}_c}{dt}$$

To handle constraints for $T_c \in [4,96]^\circ C$, if $T_c = K_p e + T_c^* + \hat{T}_c$ breaks this constraint, we set $T_c$ equal to the constraint and $\frac{d\hat{T}_c}{dt} = 0$ to avoid controller wind-up.

### 3.2 LQ+I Controller

We consider an infinite horizon optimal linear quadratic (LQ) controller with cost function

$$J = \frac{1}{2} \int_0^\infty (e^T Q e + e^T R e) dt$$

where $Q > 0$ puts weight on quality deviation $e = y - y_{ref}$ and matrix $R > 0$ puts weight on the regulating input $e_u = u - u^*$. Postulating a reference state $x_{ref}$ such that $y_{ref} = C x_{ref}$, this gives the standard LQ cost function

$$J = \frac{1}{2} \int_0^\infty (e^T Q e + e^T R e) dt$$

where $e = x - x_{ref}$ with $x_{ref} = (T_{ref}, C_{A,ref})^T$ and $e_{ref}$ is found by solving Eq. 36 in steady state:

$$e_{A,ref} = k_0 \exp\left(\frac{E/R}{T_{int}}\right) + \frac{V_i}{V} e_{A,i}$$

while $Q = C^T Q C \geq 0$. The solution is

$$e_u = -K_c e_x \Rightarrow u = u^* - K_c e_x$$

where $K_c$ can be found, e.g., using the MATLAB control toolbox as $K_c \approx \arg\min_{K_c} \{Q(x, B, Q, R)\}$. Here, it is required

3The integral time is denoted $T_{int}$ in order to make a distinction between integral time and influential temperature, $T_i$. 

$\lambda(A_{cl})$ with $\rho$ varying logarithmically over $[10^1, 10^{-2}]$; red circles indicate “cheap control”.
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and extend the cost function to

$$J = J + \frac{1}{2} \int_0^\infty z^T Q z dt$$  \hspace{1cm} (22)$$

unless \( e_\gamma \to 0 \), \( J \) will be unbound and can not be considered optimal. The extended control problem with integrator is solved as above, with augmenting the system into state \( \tilde{x} = (x,z) \), and likewise for \( \tilde{Q} \), see Appendix C. A possible rule-of-thumb for \( Q \) is \( Q = Q^i/\rho \), where first \( Q^i \) and \( R \) are chosen to give decent closed loop poles of the original system, and then \( \rho \) is tuned to give reasonably fast integral action. Setting \( \rho_c = 4 \) leads to

$$\tilde{K}_\text{cl} = \begin{pmatrix} 4.7073 & 106.0020 & 1.1180 \end{pmatrix}$$  \hspace{1cm} (23)$$

and closed loop eigenvalues \( \lambda (\tilde{A}_\text{cl}) = (-5.1568, -0.5011, -1.8105) \).

Using a digital controller with fixed sample time, a discrete version of the LQ controller can easily be found by (i) discretizing the system \((A,B,C,D) \rightarrow (\tilde{A}_d,B_d,C_d,D)\) with sample time \( t_s \) using, e.g., MATLAB function c2d(sys,ts), and related optimal control function >> \( K_c = \text{dlqr}(\tilde{A}_d,B_d,C_d,W,V) \).

### 3.3 State Estimator

Because measurements normally are available in discrete time with sample time \( t_s \), it is more convenient to operate with a discrete time model. Thus, we assume a linearized model

$$x_{t+1} = A_dx_t + B_d u + G_d w_t$$  \hspace{1cm} (24)$$

$$y_t = C_x + D u + v_t$$  \hspace{1cm} (25)$$

where \( B_d \) is discretized input matrix \( B_{\text{sys}} \), \( G_d \) is discretized input matrix \( B_{\text{sys}} \), \( w_t \) is process disturbance and \( v_t \) is measurement noise. We will assume that \( w \) and \( v \) are uncorrelated, zero mean white noise with a Gaussian distribution, and co-variance matrices \( W \) and \( V \), respectively.

$$E\{w_t w_{t+\tau}^T\} = W \cdot \delta_{\tau}$$  \hspace{1cm} (26)$$

$$E\{v_t v_{t+\tau}^T\} = V \cdot \delta_{\tau}$$  \hspace{1cm} (27)$$

$$E\{w_t v_{t+\tau}^T\} = 0$$  \hspace{1cm} (28)$$

where \( \delta_{\tau} \) is the (single argument) Kronecker delta. With input \( T_c \) used as control variable, inputs \((\hat{T}, \hat{V}, c_{A_{\text{sys}}})\) would be natural disturbances. With a priori estimates \( \hat{x}_{t\mid t-1} \) given by solving the non-disturbed, nonlinear model over sample time \( t_s \) with initial value \( \hat{x}_{t_0 \mid t_0-1} \), and a priori measurement \( \hat{y}_{t_0 \mid t_0-1} = g(\hat{x}_{t_0 \mid t_0-1}, u_{t_0-1}, \hat{w}_{t_0 \mid t_0-1}) \), we can find the a posteriori estimate \( \hat{x}_t \) from Kalman’s expression as

$$\hat{x}_t = \hat{x}_{t\mid t-1} + K_c (y_t - \hat{y}_{t\mid t-1})$$  \hspace{1cm} (29)$$

Here, a constant Kalman gain \( K_c \) can be found, e.g., by using MATLAB’s control toolbox, >> \( K_c = \text{dlqe}(\tilde{A}_d,B_d,C_d,W,V) \). It is required that \((\tilde{A}_d,C)\) is detectable and \((\tilde{A}_d,G_d)\) is stabilizable in order for the estimator to work.

In practice, \( W \) and \( V \) are not known accurately. A possible rule-of-thumb for tuning the state estimator could be as follows. Let \( w_{\text{m},j} \) be assumed variation in \( w_j \) over time horizon \( T_j \). Then choose diagonal elements of \( W \) as

$$W_{j,j} = \left( \frac{\hat{w}_{\text{m},j}^2}{T_j^2} \right)^{0.6}$$  \hspace{1cm} (26)$$

For the measurement noise, assume instantaneous standard deviation \( \sigma_{v,j} \), but we set diagonal elements to \( V_{j,j} = \mu \sigma_{v,j} \) where \( \mu \) is a tuning parameter to give suitable closed loop performance of the estimator: if \( \mu \to 0 \), we assume little measurement noise and the estimator should become fast. Ideally, \( \mu \) should be unity.

We could choose, say, approximately 1% of nominal values for \( \hat{w}_{\text{m},j} \) in the course of \( T_{\text{m},j} = T \), and assume a 1% measurement standard deviation:

$$W = \begin{pmatrix} T_j^2 & 0 & 0 \\ 0 & \left( \frac{\sigma_{w,j}^2}{100} \right)^2 & 0 \\ 0 & 0 & \left( \frac{\sigma_{v,j}^2}{100} \right)^2 \end{pmatrix}, \quad V = \mu \left( \frac{\sigma_{w,j}^2}{100} \right)^2$$  \hspace{1cm} (30)$$

To simplify matters, we will assume direct disturbance to each state, \( w_t^\prime = G_d w_t \), where

$$W' = G_d W G_d^T$$  \hspace{1cm} (31)$$

Choosing \( t_s = \frac{1}{10} \), \( T = t_s \), and \( \mu = 1 \) leads to Kalman gain as

$$K_c = \begin{pmatrix} 0.45942 \\ -0.0030453 \end{pmatrix}$$  \hspace{1cm} (32)$$

and estimator closed loop eigenvalues at \( \lambda = (0.74733, 0.91768) \) which are well within the unit circle, hence stable.

The fast mode in the controller has a time constant of approximately \( \tau_2 = \frac{1}{\lambda_2} = 0.2 \), which implies that a step change is damped to \( \exp(-1) \approx 0.37 \) in 0.2 min, or to approximately 0.74 in \( t_s = 0.1 \) min. This means that the fast mode of the controller in a discretized system is approximately \( \lambda_d \approx 0.74 \). In other words: the Kalman Filter gain in Eq. 32 makes the estimator slower than the controller.

If we tune \( \mu \) to \( \mu = 10^{-2} \) instead, we find

$$K_c = \begin{pmatrix} 0.75947 \\ -0.0018525 \end{pmatrix}$$  \hspace{1cm} (33)$$

with eigenvalues at \( \lambda = (0.37741, 0.80854) \). Reducing \( \mu \) further, the second eigenvalue is stuck at a value around 0.8; the first eigenvalue, is, however, twice as fast as the closed loop controller eigenvalue.

### 3.4 LQG+I Controller

For linear systems, the controller and the estimator (with Gaussian noise, LQG) can be tuned independently. We
will assume that this is true here, too. Because it doesn’t make sense to assume “disturbance” on the integral state, we will base the estimator on the original model with state \( x \), and not on state \( \tilde{x} \).

4 Simulation Results

4.1 Operation

The model as given in Appendix A is used for all designs (P+PI controller tuning, LQ(G)+I design); this original model is referred to as the \( \text{org} \) model. A slightly more complex model (ideal solution assumption, \( \text{is} \)) is used. White noise disturbances, additive to the nominal values of \((T_i, \dot{V}_i, c_{A,i})\) in (Sund et al., 2018), are used with values as discussed in Section 3.3 for all simulations. For testing the state estimator, the measurement noise indicated in Section 3.3 is used with parameter \( \mu = 1 \) in the Kalman Filter tuning, together with a 3% deviation in the initial states of the estimator. Because a continuous time PI controller is implemented in Modelica, it is difficult to have continuous measurement noise: for the controller comparisons, the measurement noise is set to zero, and the tuning parameter of the Kalman Filter is set to \( \mu = 10^{-2} \).

4.2 State Estimation

Figure 4 shows the estimate of \( T \) when the “real” system equals the \( \text{org} \) model.

Figure 5 shows the resulting estimate of \( T \) when the “real” system equals the \( \text{is} \) model.

Figures 6 and 7 show the similar estimates of \( c_A \), respectively.

4.3 Proportional + Integral Control

Figure 8 shows the use of PI controller to keep reactor temperature \( T \) close to a reference \( T_{\text{ref}} \). The PI controller tuned for the \( \text{org} \) model, is also applied to the \( \text{is} \) model.

The result indicates that the controller easily handles the model difference between the two models. Figure 9 shows the applied control input \( T_c \) as well as the integral state \( \hat{T}_c \) in the controller for the two model cases.

Figure 4. Real temperature \( T \), a priori estimate \( \hat{T}_{ij-1} \), and \( a \) posteriori estimate \( \hat{T}_{ij} \) when estimator model is identical to the real system — except initial states.

Figure 5. Real temperature \( T \), a priori estimate \( \hat{T}_{ij-1} \), and \( a \) posteriori estimate \( \hat{T}_{ij} \) when estimator model differs from the real system, including different initial states.

Figure 6. Real temperature \( c_A \), a priori estimate \( \hat{c}_{A,ij-1} \), and \( a \) posteriori estimate \( \hat{c}_{A,ij} \) when estimator model is identical to the real system — except initial states.

Figure 7. Real temperature \( c_A \), a priori estimate \( \hat{c}_{A,ij-1} \), and \( a \) posteriori estimate \( \hat{c}_{A,ij} \) when estimator model differs from the real system, including different initial states.
Figure 8. Output $T$ as controlled with PI controller tuned for \texttt{org} model, and applied to \texttt{org} and \texttt{is} model.

Figure 9. PI control signal $T_c$ and integrator state $\bar{T}_c$ for \texttt{org} and \texttt{is} models.

Figure 10. Output $T$ as controlled with PI controller tuned for \texttt{org} model, and applied to \texttt{org} and \texttt{is} model: control input $T_c$ is constrained to $[4,96]$ °C and anti-windup is applied.

Figure 11. PI control signal $T_c$ and integrator state $\bar{T}_c$ for \texttt{org} and \texttt{is} models: control input $T_c$ is constrained to $[4,96]$ °C and anti-windup is applied.

Figure 12. Output $T$ as controlled with LQG controller tuned for \texttt{org} model, and applied to \texttt{org} model.

Figure 13. Control signal $T_c$ from LQG controller.

Figure 14. Temperature estimate: unconstrained $T_c$, real ORG

4.4 Linear Quadratic Control

Figure 12 shows the use of LQG+I controller to keep reactor temperature $T$ close to a reference $T_{\text{ref}}$.

Figure 13 shows the applied control input $T_c$.

Figures 12 and 13 should be compared with Figures 8
and 9, respectively.

Adding the same constraint and anti-windup in the LQG+I controller leads to the results in Figures 14 and 15 for output $T$ and controller $T_c$, respectively. These should be compared to Figures 10 and 11, respectively.

5 Discussion and Conclusions

Practical procedures for tuning a PI controller for an open loop unstable system is described, together with some continuous time implementation details with anti-windup action suitable for implementation in Modelica. A disadvantage of a continuous time implementation is that the chosen combination (Python + Modelica) does not allow for continuous time measurement noise. Details of tuning a constant gain Extended Kalman Filter is discussed, with an algorithm suitable for implementation in a combination of Python and Modelica. Finally, design of a linear LQG controller is described, and a controller is tuned. The method is extended to include integral action.

The developed control algorithms are applied to the nonlinear models, and tested through simulation. The EKF estimator works well in a highly non-linear regime, even for a more complex model. The developed PI controller is tuned; the example shows the need to take control input constraint into account. This leads to an unfortunate overshoot in the controlled variable (temperature). The LQG controller gives superior control with a considerable reduction in temperature overshoot, but gives slightly less disturbance attenuation; this problem would have been solved by setting KF parameter $\mu$ even smaller. To further reduce the temperature overshoot, utilizing the nonlinearity of the system in the controller design should be attempted.

The design of the LQG controller was carried out using the MATLAB Control Toolbox. All other parts of the design and testing was carried out in a Jupyter Notebook where Python code was combined with Modelica code.

The main message of this work is not so much the design of a controller, but rather to demonstrate how modern modeling and simulation tools such as OpenModelica in tandem with a script based language such as Python can ease and streamline control design, analysis, and testing through simulation.

A Model details

The ideal solution extension of the model in (Seborg et al., 2011) is presented with some details in (Sund et al., 2018): model parameters and nominal operating conditions are given, together with a manipulation of the model into an implicit ODE model of form $M \frac{dx}{dt} = f(x,u,\theta)$. The sequel discusses how this implicit ODE model can be simplified to the model in (Seborg et al., 2011).

When assuming that solvent S totally dominates in the mixture wrt. density, “mass matrix” $M$ in Appendix A of (Sund et al., 2018) simplifies to the identity matrix, $M \rightarrow I$. Furthermore, the total heat capacities simplify to

$$C_p = m S c_{p,S}^* = C_{p,S}^*.$$  \hspace{1cm} (34)

With this assumption, information about species B becomes irrelevant — unless we are particularly interested in $c_B$. Thus, when $c_B$ is of no particular interest, the model can be simplified to

$$\frac{dc_A}{dt} = \frac{V_i}{V} (c_{A,i} - c_A) - a \cdot r$$ \hspace{1cm} (35)

$$\frac{dT}{dt} = \frac{V_i}{V} (T_i - T) + \frac{(\Delta H) r}{\rho S c_{p,S}^*} + \frac{\dot{Q}}{\rho S c_{p,S}^*},$$ \hspace{1cm} (36)

where $r$ and $\dot{Q}$ are given by Eqs. 3 and 2, respectively, while $\Delta H$ is given by

$$\Delta H = R_B^* - a R_A^* + (c_{p,B}^* - ac_{p,A}) (T - T^o).$$ \hspace{1cm} (37)

Consider now the Continuous Stirred Tank Reactor (CSTR) in Example 2.5 of (Seborg et al., 2011): this model is identical to the simplified model in Eqs. 35–36 provided that $a \equiv 1$ and $\Delta H$ is constant wrt. temperature. Assuming that the standard state specific enthalpies are

---

7www.mathworks.com
8www.jupyter.org
9The model notation is changed from that of (Seborg et al., 2011).
temperature independent, i.e., \( \hat{H}^c \) is temperature independent, this requires that \( c_{p,B} - \alpha c_{p,A} \equiv 0 \) — or \( c_{p,B} \equiv c_{p,A} \). The parameters and operating conditions in Tables 3-4 of (Sund et al., 2018) are judiciously chosen to ensure that the solvent-dominating model is identical to the model in (Seborg et al., 2011).

### B Model linearization

For the model, with \( x = (T, c_A) \), \( u = (T_c, T_i, \dot{V}_i, c_{A,i}) \), and \( y = T \), the linearized model is:

\[
\begin{align*}
\frac{dx}{dt} &= Ax + Bu \\
y &= Cx + Du
\end{align*}
\]

where for any \( z \), \( \xi \equiv z - z^* \) and asterisk * indicates nominal value. Using the Python API described in (Lie et al., 2016) together with OpenModelica, let \( \text{sr}_\text{org} \) be a Python object of the original reactor in (Seborg et al., 2011) (but with \( n_A \) replacing \( c_A \) as state). We can then linearize the model in Python with the statement:

```python
>>> A, B, C, D = sr_org.linearize()
```

The following system matrices are found:

\[
A = \begin{pmatrix} 4.3796 & 209.205 \\ -0.035714 & -2 \end{pmatrix}, \quad B = \begin{pmatrix} 2.09205 & 1 & 0 & 0 \\ 0 & 0 & 0.005 & 1 \end{pmatrix} \quad C = \begin{pmatrix} 1 & 0 \end{pmatrix}, \quad D = \begin{pmatrix} 0 & 0 & 0 & 0 \end{pmatrix}\]

The open loop eigenvalues of \( A \) are \( \lambda = (2.83388381, -0.45432613) \), hence the system is open loop unstable. The open loop transfer function from \( T_c^\delta \) to \( T^\delta \) is

\[
T^\delta(s) = \frac{s + 2}{s^2 - 2.385s - 1.288}T_c^\delta(s)
\]

which implies that the system has a "stable" zero at \( s = -0.5 \) at the nominal operating point.

### C Extended LQ+I system

The extended LQ problem with integral action is given as follows. The extended system is

\[
\frac{d}{dt} \begin{pmatrix} x \\ z \end{pmatrix} = \begin{pmatrix} A & 0 \\ C & 0 \end{pmatrix} \hat{x} + \begin{pmatrix} B \\ 0 \end{pmatrix} u
\]

while the extended cost function \( \mathcal{J} \) given as

\[
\mathcal{J} = \frac{1}{2} \int_0^\infty (e_i^T \hat{Q} e_i + e_u^T R e_u) dt
\]

where

\[
\hat{Q} = \begin{pmatrix} C^T Q_c C & 0 \\ 0 & Q_z \end{pmatrix}
\]
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Abstract

In many different applications, a Venturi channel is used as a tool to compute fluid flow rates. The Saint-Venant equation is a hyperbolic type Partial Differential Equation (PDE) which can be used to model fluid flows through a Venturi channel. The suitability of the 2nd order Kurganov-Petrova (KP) scheme to solve the hyperbolic PDE for fluid flow in the Venturi channel is studied. A laboratory Venturi rig established at the University of South-Eastern Norway (USN) is used to measure the Steady State (SS) fluid levels along the channel. In this paper, the simulated results are compared with the experimental data. In addition, the simulation results obtained with the second order scheme for solving the Saint-Venant equations are compared with a 1st order numerical scheme. The Froude number for the flow is calculated to check the flow regime changes: from a subcritical flow to a supercritical flow in the Venturi section of the channel. The 2nd order KP scheme is found to be a suitable numerical scheme which can be used to discretize hyperbolic PDEs. 

Keywords: Semi-discrete KP scheme, Venturi rig, drill mud flow

1 Introduction

The Kurganov-Petrova (KP) scheme is a 2nd order numerical scheme, which is developed to discretize Hyperbolic Partial Differential Equations (PDEs) in spatial directions (Kurganov and Petrova, 2007). In the development of the KP scheme, the local speed of discontinuity propagation is taken into account [2]. Suitability of the KP scheme to simulate flows of water in a reach of a river has been tested by the authors of this paper (Sharma, 2015; Vytvytskyi et al., 2015; Dissanayake et al., 2016). Here, we consider the usefulness of the 2nd order KP scheme to solve the Saint-Venant equation for fluid flow through a Venturi channel. The simulated results are compared to the experimental data obtained from a Laboratory Venturi channel established at the University of South-Eastern Norway (USN). Moreover, the simulation results with the 2nd order KP scheme is compared with a 1st order scheme. Based on the case study, the usefulness of the KP scheme to solve hyperbolic PDEs for fluid flow through the venturi channel is assessed. 

In the Finite Volume Methods (FVM), the properties of the flux are averaged in each Control Volume (CV) (Versteeg and Malalasekera, 2007). A linear reconstruction based on the flux property average of CVs, causes discontinuity at the cell interfaces giving rise to the Riemann problem (Kurganov and Tadmor, 2000); the discontinuity causes two different property values for a single interface of a CV and the uniqueness of solution is lost. Subsequently, this may lead to oscillation in the final solution. In order to deal with such discontinuity problems, several numerical techniques have been developed. Various Riemann solvers can be used to address the problem but they usually consist of a number of intermediate calculations to compute a single value for the CV interface (Kurganov and Petrova, 2007). Due to the number of intermediate calculations involved, Riemann solvers are computationally expensive with slow convergence. The 2nd order KP scheme is a Riemann free solver, which is recognized as an appropriate scheme to address such discontinuity problems with reasonable accuracy and fast convergence (Kurganov and Petrova, 2007).

Use of a Venturi channel as a tool to compute flow rates is well known in many industries, e.g., in oil drilling. The downhole pressure of an oil wellbore is considered as a crucial parameter to be controlled in the drilling operations. Abrupt changes of the pressure of an oil-well might cause minor to major fractures in the wellbore. Such a situation might result in an uncontrolled reduction of oil-well pressure. Subsequently, if the oil well pressure decreases below the formation pore pressure, an unwanted flow of formation fluid into the wellbore occurs. Such a phenomenon is referred to as a kick (Berg et al., 2015). A critical escalation of a kick condition may lead to blow-out from oil wells (Hauge and Øien, 2012). Hence, the kick is a key parameter to observe when drilling is in progress.

Kick is directly related to the drilling fluid circulation. Thus, kick can be identified by applying mass balance to the drilling fluid circulation (Berg et al., 2015). This balance of drilling fluid inflow and outflow of a wellbore can be expressed as follows,

\[ \frac{dm}{dt} = m_i - m_e. \]  

Here, \( m_i \) is the mass flow rate of drilling fluid injected into the well (influent), \( m_e \) is the mass flow rate of the fluid
flowing out of the well (effluent) and \( m \) is the mass of fluid in the well. For the detection of the kick and loss, it is important to accurately measure the flow rate of the fluid flowing out of the well. In oil industries, the use of a measuring paddle in an open channel is a typical/conventional way of measuring the flow rate out of the well. One of the alternatives is to use an open channel system such as the Venturi flume/Venturi channel for return drill fluid flow measurement (Berg et al., 2015).

In this paper, the 2\(^{nd}\) order KP scheme is used to discretize the Saint-Venant equation spatially. The objective is to check the suitability of the 2\(^{nd}\) order KP scheme to solve hyperbolic type PDEs based on the case study of the solution of the flow in the Venturi channel. The considered laboratory Venturi channel has level sensors in fixed positions which provides the SS fluid level for a known volumetric flow rate. The set of experimental data is compared to the simulation results with the 2\(^{nd}\) order KP scheme. In the latter part of the study, both experimental data and the 2\(^{nd}\) order simulation results are compared to a set of 1\(^{st}\) order simulation results which have been published previously (Agu, 2014).

This paper is arranged as follows. The Venturi channel and its use for flow rate estimation is discussed in section 2. A detailed description of the laboratory Venturi rig is given in the same section, with a set of ground floor tanks, upstream pipe, and the Venturi channel itself. A basic introduction to the Saint-Venant equation together with the 2\(^{nd}\) order KP scheme is given in section 3. The model of the laboratory Venturi channel is simulated in section 4. Simulation parameters, variables, and quantities are tabulated in the same section. Section 5 provides a discussion of results: how the simulated results compare with the experimental data. Moreover, simulation results of a 1\(^{st}\) order numerical scheme (Agu et al., 2015) are discussed, and the percentage errors of the two different methods are given. Finally, some conclusions are drawn in section 6.

2 The Venturi Channel

The Venturi channel or Venturi flume is an open channel system. The Venturi channel holds a section where the width narrows; the Venturi section. When fluid flows through a Venturi channel, the fluid level is decreased in the Venturi section due to an acceleration of the flow velocity. In the SS fluid flow, a correlation between volumetric flow rate and the fluid height can be derived. Consequently, either volumetric flow rate or fluid height is computed. Typically, the fluid flow rate is calculated based on the level measurements. The Venturi channel has two different names based on applications. The Venturi tube is used for relatively smaller flow (e.g. \( \text{mm}^3/\text{s} \)), while the Venturi channel is used for large scale flows with up to millions of cubic meter per hour units. The Venturi tube was developed by G.B. Venturi based on the Bernoulli principle,

\[
\frac{v^2}{2} + gh + \frac{p}{\rho} = \text{constant.}
\]  \(2\)

Here, \( v \) denotes the velocity of the fluid, \( g \) is the acceleration of gravity, \( h \) is the height elevation from the reference plane, \( p \) is the pressure of the fluid, and \( \rho \) denotes the density of the fluid.

In the laboratory Venturi rig, the volumetric flow rate is an adjustable variable. The SS fluid height is measured by level sensors at fixed positions. The USN Venturi rig is designed for doing experiments on the flow of drill mud: more precisely, experiments on flow of artificial drill mud. An artificial drill mud is a substitute fluid with properties that match with the real drill mud.

The complete set-up has ground tanks for storing artificial drill mud. The system has an upstream pipe which pumps fluid from the tanks and up to some elevation (2\(^{nd}\) floor). At the end of the upstream pipe, the Venturi channel is attached. A schematic diagram of the complete set-up of the Venturi rig at USN is illustrated in Figure 1.

A detailed sketch of the Venturi channel is given in Figure 2. The dimensions of the laboratory Venturi channel are tabulated in Table 1. The total length of the Venturi channel is 3.7 m.
### Table 1. Dimensions of the laboratory venturi channel

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_T$</td>
<td>Top width of entrance to the converging section</td>
<td>0.455 [m]</td>
</tr>
<tr>
<td>$b_0$</td>
<td>Bottom width of entrance to the converging section</td>
<td>0.2 [m]</td>
</tr>
<tr>
<td>$b_x$</td>
<td>Bottom width of exit from the converging section</td>
<td>0.1 [m]</td>
</tr>
<tr>
<td>$H$</td>
<td>Total height of the channel</td>
<td>0.35 [m]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Angle of the inclined sides of the channel</td>
<td>$70^\circ$</td>
</tr>
<tr>
<td>$L_a$</td>
<td>Length of the upstream section</td>
<td>2.95 [m]</td>
</tr>
<tr>
<td>$L_b$</td>
<td>Length of the converging section</td>
<td>0.15 [m]</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Length of the throat section</td>
<td>0.2 [m]</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Length of the diverging section</td>
<td>0.15 [m]</td>
</tr>
<tr>
<td>$L_e$</td>
<td>Length of the downstream section</td>
<td>0.25 [m]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle of channel bed</td>
<td>0.08 m$^3$</td>
</tr>
</tbody>
</table>

3 Governing Equations and the 2nd Order KP Scheme

3.1 Governing Equations

The Saint-Venant equation/Shallow Water Equation is a hyperbolic type PDE, which has versatile use in fluid dynamics: many different fluid dynamic applications such as fluid flows in open channels, water flow in the rivers to estimate wave propagation, compute tsunami wave, etc. (Sharma, 2015; Vytvytskyi et al., 2015; Dissanayake et al., 2016). The Saint-Venant equation is given in Equation 3.

\[ \frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = S \]  

(3)

Here, $U$ stands for fluid property such as the flow rate and fluid level, $F(U)$ represents physical fluid flux and $S$ is a source term. $x$ and $t$ are spatial and time coordinates respectively. More precisely, the Saint-Venant equation with source term is given as (Sharma, 2015),

\[ \frac{\partial U(x,t)}{\partial t} + \frac{\partial F(x,t,U)}{\partial x} = S(x,t,U), \]  

(4)

\[ U = (A, Q)^T, \]  

(5)

\[ F = \left( Q, \frac{Q^2}{A} + gI_1 \cos(\theta) \right)^T \]  

(6)

\[ S = (0, -gI_2 + gA(S_0 - S_f)). \]  

(7)

Here, $A$ is the cross-sectional area, $Q$ is the volumetric flow rate and $g$ is acceleration due to gravity. The $S$ term reflects the source terms such as the expressions of friction terms which give resistance against the fluid flow. $I_1$ and $I_2$ in Equations 6 and 7 are geometry of the channel. The term $gI_1$ gives the hydrostatic force in the cross-sectional area of the flow and $I_1$ is expressed as,

\[ I_1 = h^2 \left( \frac{W}{2} + \frac{S_1}{3} \right). \]  

(8)

Here $W$ is the width of the base of the channel and $S_L$ is the slope of the side wall (the laboratory Venturi rig is trapezoidal). If the channel is rectangular, then $S_L$ become zero. $h$ is fluid level. $I_2$ in Equation 7 represents the pressure force in the fluid volume, which occurs due to channel width and slope variations along the axial direction.

\[ I_2 = h^2 \left( \frac{1}{2} \frac{dW}{dx} + h \frac{dS_L}{3 \ dx} \right). \]  

(9)

$S_f$ in Equation 7 is friction term and $S_0$ stands for bed slope which is expressed as,

\[ S_0 = - \frac{\partial B}{\partial x}. \]  

(10)

Here $B$ stands for the bottom elevation. For Newtonian fluids, the friction term $S_f$ in Equation 7 is calculated as (Agu et al., 2015),

\[ S_f = \nu |\nu| n_M^2 R_h^{-4/3}. \]  

(11)

Here $n_M$ is Manning’s roughness coefficient. $\nu$ is the velocity of the fluid and is calculated as,

\[ \nu = \frac{Q}{A}. \]  

(12)

$R_h$ in Equation 11 refers to hydraulic radius and is expressed as in Equation 13.

\[ R_h = \frac{A}{P_{\text{wet}}}. \]  

(13)

$P_{\text{wet}}$ is the wetted perimeter which is illustrated in Figure 3.

$P_{\text{wet}}$ in Equation 13 is the sum of all lengths of wetted surface by the fluid, which is expressed as,

\[ P_{\text{wet}} = \sum_{i=0}^{\infty} l_i. \]  

(14)

Here $l_i$ is the length of each surface which has contact with the fluid flow in the channel.
Many common fluids are assumed as Newtonian, e.g., water. A Newtonian fluid is a fluid for which the viscous stresses developed due to the flow of fluid are linearly proportional to local strain rates or rate of change of deformation (Versteeg and Malalasekera, 2007). The drilling fluid however is a non-Newtonian fluid.

### 3.2 Non-Newtonian Fluid

Non-Newtonian fluids are fluids for which the viscous stresses developed due to the flow of fluid are not linearly proportional to the rate of deformation. Polymers, paints, and Oobleck are common examples of non-Newtonian fluids. Drill mud consist of fines of drill cuttings in a mixture of liquid, and is exhibits a non-Newtonian fluid behaviour.

Therefore, fluids used in our simulations are considered as non-Newtonian fluid. The friction term in the Saint Venant equation is modified to account for more types of fluids. Subsequently, the Venturi rig simulation is extended to the non-Newtonian fluid.

Shear stress, \( \tau \), is a component of stress applied on the material cross-sectional area. Shear stress is written as,

\[
\tau = \frac{F}{A}. \tag{15}
\]

Here, \( F \) refers to forces applied on the cross sectional area \( A \). For a flowing fluid, the shear stress becomes,

\[
\tau = \mu \left( \frac{\partial v}{\partial x} \right). \tag{16}
\]

Here \( \mu \) is the dynamic viscosity of the fluid. The term \( \frac{\partial v}{\partial x} \) is the velocity gradient. \( x \) signifies the spatial coordinate.

For non-Newtonian fluid, shear stress is derived by applying the momentum balance. Then \( \tau \) is written as in Equation 17, the well-known Herschel-Buckley model.

\[
\tau = \rho g S_f (R_h - h) = \tau_h + K \left( \frac{\partial u}{\partial x} \right)^n. \tag{17}
\]

In Equation 17, \( \rho \) signifies the density of the fluid and \( g \) denotes the acceleration due to gravity. \( h \) is height above the reference plane. \( K \) is the consistency index, \( u \) in the equation stands for the velocity component in the positive \( x \) direction, \( \tau_h \) is yield stress and \( n \) is the flow index. For \( n < 1 \), the fluid is shear thinning. If \( n > 1 \), the fluid is shear thickening. If \( n = 1 \) and \( \tau_h = 0 \), Equation 17 reduces to Newtonian model (Agu, 2014).

For non-Newtonian fluids, internal frictional shearing stress has a major impact. Then from Equation 17, \( S_f \) is derived as (Agu et al., 2015),

\[
S_f = \frac{K}{4 \rho g R_h} \left( \frac{v}{h} + 2n \right)^n. \tag{18}
\]

\(^{1}\)Oobleck is corn flour in water. The name originates from a storybook: Bartholomew and the Oobleck by Dr. Seuss (Theodor Geisel).
3.3 The 2nd Order KP Scheme

The 2nd order KP scheme is used to discretize the Saint-Venant equation. The 2nd order KP scheme is semi-discrete in nature, and is used in the spatial discretization of the model equations (Kurganov and Petrova, 2007). Spatial discretization of the Saint-Venant equation results in a set of Ordinary Differential Equations (ODEs). Different time integrators can be used to solve such ODEs. However, the chosen time integrator should essentially be of order equal to or lower than the order of the spatial discretization to attain fast convergence. Also, (Dissanayake et al., 2016) found that fixed step length solvers are more suitable for solving such a set of ODEs. The ODEs resulting from the spatial discretization are of 2nd order. Therefore, a 2nd order Runge-Kutta (RK2) method is used as a time integrator.

The set of ODEs generated by the spatial discretization of the Saint-Venant equation using the KP scheme is written as (Sharma, 2015),

\[
\frac{d}{dt} U_j = -\frac{H_{j+\frac{1}{2}}(t) - H_{j-\frac{1}{2}}(t)}{\Delta x}, \tag{19}
\]

\[
H_{j+\frac{1}{2}}(t) = \frac{a_j^+}{a_{j+\frac{1}{2}}} F(U_{j+\frac{1}{2}}, B_{j+\frac{1}{2}}) - \frac{a_j^-}{a_{j+\frac{1}{2}}} F(U_{j+\frac{1}{2}}, B_{j+\frac{1}{2}}) + \frac{a_j^+}{a_{j+\frac{1}{2}}} \frac{a_{j-\frac{1}{2}}^+}{a_{j+\frac{1}{2}}^-} (U_{j+\frac{1}{2}}^+ - U_{j+\frac{1}{2}}^-), \tag{20}
\]

\[
H_{j-\frac{1}{2}}(t) = \frac{a_j^-}{a_{j-\frac{1}{2}}} F(U_{j-\frac{1}{2}}, B_{j-\frac{1}{2}}) - \frac{a_j^+}{a_{j-\frac{1}{2}}} F(U_{j-\frac{1}{2}}, B_{j-\frac{1}{2}}) + \frac{a_j^-}{a_{j-\frac{1}{2}}} \frac{a_{j+\frac{1}{2}}^-}{a_{j-\frac{1}{2}}^+} (U_{j-\frac{1}{2}}^- - U_{j-\frac{1}{2}}^+), \tag{21}
\]

where \(a_j^\pm\) are the one-sided local speeds of wave propagation and \(U_{j+\frac{1}{2}}\) are property fluxes at indexed positions.

4 Simulation Setup

The model of the laboratory Venturi channel is simulated for the flow of artificial drill mud. Important simulation parameters are summarized in Table 2. MATLAB\textsuperscript{2} is used as a simulation software.

5 Results and Discussion

Width variation along the length of the Venturi channel is plotted in Figure 4. According to the dimensions of the laboratory Venturi channel (Table 1), the width of the channel varies gradually between 0.2 m and 0.1 m at the throat section of the channel. The SS fluid level along the whole length of the Venturi channel obtained using the KP scheme is shown in Figure 5.

According to Figure 5, the initial fluid level is about 0.076 m from the reference plane (which is the bottom of plane of the channel). The SS fluid level decreases in the Venturi section: after 3 m along the channel, the fluid level starts to decrease and continues to decrease until position ca. 3.4 m along the Venturi channel. According to the dimensions of the Venturi channel (Table 1), the Venturi section starts at position 2.95 m. In other words, the width of the channel is gradually reducing from 0.2 m to 0.1 m after 2.95 m from the starting point of the Venturi channel. Downstream from the Venturi section: after 3.45 m, the channel width is back again to 0.2 m. Downstream from the Venturi section, the level of the fluid remains constant: more or less steady level throughout the rest of the length: 3.45 m \(\leq\) Length \(\leq\) 3.6 m. Visual observation and level sensor readings support these changes in flow behavior. Experimental data from the Venturi rig is plotted with the simulated SS fluid level, in order to check the accuracy of the simulation.

Table 2. Simulation Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the Venturi channel</td>
<td>3.7 [m]</td>
</tr>
<tr>
<td>Density of the fluid</td>
<td>1109 [kgm(^{-3})]</td>
</tr>
<tr>
<td>Acceleration due to gravity</td>
<td>9.81 [ms(^{-2})]</td>
</tr>
<tr>
<td>Channel side angle</td>
<td>70(^\circ)</td>
</tr>
<tr>
<td>Channel bed angle</td>
<td>0.08</td>
</tr>
<tr>
<td>Volumetric flow in</td>
<td>0.00451 [m(^3)s(^{-1})]</td>
</tr>
<tr>
<td>Volumetric flow out</td>
<td>0.00451 [m(^3)s(^{-1})]</td>
</tr>
<tr>
<td>Number of CVs</td>
<td>50</td>
</tr>
<tr>
<td>Time step ((\Delta t))</td>
<td>0.02 [s]</td>
</tr>
</tbody>
</table>

\textsuperscript{2}MATLAB R2014a
5.1 Comparison of Simulated Results With Experimental Data

The laboratory Venturi rig has a few level sensors which can measure the fluid level at several positions in the Venturi channel. Simulated data and experimental data have been plotted and compared in this section. Figure 6, shows the simulation results together with the experimental data.

In a previous work by (Agu et al., 2015), a similar study of the exact same Venturi channel was carried out. In their study, the authors derived the ODEs by the spatial discretization of the Saint-Venant equation with a 1st order scheme. Both the 1st order simulation results [11], and the 2nd order simulation results are plotted together with the experimental data in Figure 7. (Agu et al., 2015) used MATLAB ode solver ode15s in their simulations.

From Figure 7, both the 1st order and the 2nd order scheme produce similar results at the steady state. In the Venturi section, both schemes follow the similar pattern. However, both schemes show a small deviation from the experimental data. After the Venturi section, the 1st order model approximation is closer to the experimental data; the 2nd order KP scheme shows a small deviation.

5.2 Error Computation

Simulated results have only a minor deviation from the experimental data. Fluid level readings have been taken at fixed positions along the Venturi channel. These fixed positions do not necessarily fall at the centers of the grid cells of the FVM. The simulated results have thus been interpolated to compute the values of the fluid level such that they correspond to these fixed positions (where level sensors are placed) and then only compared with the experimental data. These interpolated values and the experimental data are plotted together with the simulated results in Figure 8.

In a similar way, interpolated values and the experimental data are plotted for the study of (Agu et al., 2015) where a first order scheme for spatial discretization is used. Figure 9 shows the interpolated points, experimental data and the simulation of (Agu et al., 2015).

The difference between the interpolated values and the experimental data are the error of the simulated results. Percentage error of the 2nd order KP scheme and the 1st order scheme of (Agu et al., 2015) are plotted in Figure 10.

According to Figure 10, the 2nd order KP scheme has negligible percentage error upstream from the Venturi section: 2.2m ≤ Level ≤ 3m. The simulation results of (Agu et al., 2015) exhibit a small deviation for this section of the channel. In the Venturi section both simulated results show more or less similar behavior. However, the simulation of (Agu et al., 2015) has a slightly larger overshoot and undershoot in the Venturi section. The simula-
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Figure 11. Froude number along the length of the venturi channel.

Fr = \frac{u_0}{\sqrt{g_0 l_0}}. \quad (22)

Here \( u_0 \) is characteristic flow velocity, \( g_0 \) is characteristic of the external field: more precisely, acceleration of gravity. \( l_0 \) stands for characteristic length. \( Fr \) for the current scenario can be written as,

Fr = \frac{u_0}{v}. \quad (23)

Here \( v \) is the characteristic fluid propagation velocity and is written as,

v = \sqrt{gh}, \quad (24)

where \( g \) is gravitational constant and \( h \) is fluid level. The Froude number computed along the Venturi channel is plotted in Figure 11. When \( Fr \) increases and becomes greater than 1, this means that the flow changes from subcritical to supercritical. In the Venturi section of the channel, flow becomes supercritical.

5.3 Flow Regimes

Flow velocity changes along the length of the Venturi channel can be found by computing the Froude number (Fr) which is a dimensionless number that explains the speed-length ratio, and is written as,

\text{Flow Regimes}

As a whole, the KP scheme produces acceptable results for the whole length of the Venturi channel apart from the length: 3.4m \leq \text{Length} (the part which is not useful and thus not used for the estimation of fluid flow rate).

5.4 Flow Rate Calculation

When the fluid flow is at SS, fluid level is measured. When the flow rate increases, the level increases. Such increment of the height of the flowing fluid increases the wetted
perimeter. The wetted perimeter has a correlation with the hydraulic radius (Equation 13). According to Equation 2, total energy in the system is preserved. Based on the known parameters, back calculation can be used to compute volumetric flow rate of the fluid.

6 Conclusions

Based on this study, the KP scheme is recognized as a suitable numerical scheme to discretize the Saint-Venant equations, which is a hyperbolic PDE. ODEs resulting from the spatial discretization has a 2\textsuperscript{nd} order of accuracy. Hence when the KP scheme is compare with the 1\textsuperscript{st} order scheme, the KP scheme shows increment in the accuracy. According to the percentage error comparison, it is concluded that increment of the order of the spatial discretization improve the accuracy. Flow regime changes along the Venturi channel is observed with the Frode number. The KP scheme successfully recognized the flow regime change from subcritical to supercritical. For the Venturi section both schemes show deviation from the experimental results. However, the 1\textsuperscript{st} order scheme shows slightly larger overshoot and undershoot. Hence the KP scheme can be used to solve the Saint-Venant equations for the flow through a venturi channel.
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Abstract

We present numerical analysis of a cold storage room with a product load, a fan, and a sliding door by solving compressible form of the conservative 3D Navier-Stokes equation (without Boussinesq approximation) together with the energy and mass fraction equations. The commercial computer program StarCCM+ is used for this purpose. The sliding door is treated with an overset mesh on a suitable background mesh. A rigid body translation is applied by a field-function to model the opening and closing of the door. The preliminary study captures essential features of the effect of the energy transport and the cooling of the product load by the fan and the hot, moist air exchange through the doorway. The airflow behavior and heat/mass transfer mechanisms are studied and presented for several numerical experiments.

Keywords: Cold storage room, Natural convection, Forced convection, Numerical simulations

1 Introduction

Cold storage rooms are designed for preservation of perishable commodities at low temperatures and are widely used in food/pharmaceutical/photographic industries. Multiple coupled interactions, involving heat-mass-momentum transfer and phase change of constituent components play important roles during the operating condition of a cold store in such applications. Temperature and moisture control are the key parameters for optimal operation and energy consumption. Numerous guidelines are available for successful design and implementation for cold storage rooms. Among several other factors, infiltration of hot/moist air through open doors may become crucial for the performance of the rooms (infiltration load). Study of air infiltration is also very important for analyzing indoor air pollutant behavior, smoke control, design of clean room, hospital operating theatres, paint booths, restaurant kitchen etc.

In their study, (Wilson and Kiel, 1990) made experimental measurements in density driven counterflow through an open door. With a simple quasi-steady inviscid model, they provided a set of practical equations for estimation of the flow through an open door in a sealed room. A doorway opening possibly can result in transport of infectious air out of the isolation room, leading to a breakdown in isolation conditions (Tang et al., 2005) in negative-pressure isolation room. In this context, the study of different types of doors (variable speed single and double, sliding and hinged doors) with moving human figure are presented in (Tang et al., 2013) by a 1:10 scale water tank. They reported that double-hinged doors are associated with the greatest risk of leakage into or out of the room. The decreasing order risk of leakage reported as follows: double-hinged > single-hinged > double sliding > single sliding doors. Apart from experimental approach, computational fluid dynamics tools are more cost effective alternatives to study the fundamental processes involved during the operation of a cold storage room. Nevertheless, resolving complex coupled interactions via realistic numerical models is also challenging. Large-eddy simulation (LES) is performed by (Choi and Edwards, 2012) to study the human-induced contaminant transport in room-compartments. The effects of human and door motions and vent system activity in vestibule connected compartments (contaminated and clean room) are reported. According to their study, swinging door motion induces up to six times more compartment-to-compartment transport than sliding door motion. The human wake effect enhances the compartment-to-compartment transport. Experiments and unsteady Computational Fluid Dynamics (CFD) simulations are presented by (Chang et al., 2016) to investigate the contaminant inleakage produced by the hinged door opening and closing. The indoor air flow and mass exchange induced by the rotating motion of a hinged door separating two rooms is investigated by (Papakonstantis et al., 2017).

Experimental studies of air flow, temperature and humidity patterns in cold rooms can be found in (Duret et al., 2014; Hoang et al., 2015; Scaar et al., 2017). A simplified heat transfer modeling in a cold room with loads is presented by (Laguerre et al., 2015). CFD studies of airflow inside cold stores with/without loads, usually accounts local pressure loss source terms, to model fan and cooler unit (Hoang et al., 2000; Nahor et al., 2005; Akdemir and Bartzanas, 2015). In their study, (Wang et al., 2015), simulated the air flow and temperature variation in an ice drink refrigeration cabinet, during an automated dynamic cycle of switching on and switching off. They used a porous-jump model for thin perforated plate and pressure drop of
the fan for air circulation.

The literature review presented above reveals that the detailed numerical study of volume exchange with sliding doors or studies dealing with the infiltration via doors for cold store setup are not abundant in literature. Only a few and very recent works report such attempts, for a cold room (Foster et al., 2003; Carneiro et al., 2017) and for refrigerated vehicles (Zhang et al., 2017). The present study is aimed to perform a numerical analysis by solving compressible form of the conservative 3D laminar Navier-Stokes equation (without Boussinesq approximation) together with the energy and mass fraction equations for a cold storage room with a product load, a fan, and a sliding door. The commercial computer program StarCCM+ is used for this purpose.

The paper is organized as follows. In section 2 we present the governing equations and methodology for the study of cold storage room. The problem setup is given in section 3, followed by the results and discussion in section 4. Finally, the conclusions are drawn in section 5.

2 Method

2.1 Governing equations

The governing equations for the gaseous phase (inside the cold storage room) is the 3D compressible Navier-Stokes system of equations together with mass, species conservation and energy conservation equations. The general transport equation for any conserved property \( \rho \phi \) can be expressed as in the following standard (Versteeg and Malalasekera, 2007) form:

\[
\frac{\partial \rho \phi}{\partial t} + \nabla \cdot (\rho \phi \vec{v}) = \nabla \cdot \Gamma \nabla \phi + S_{\phi}.
\]  

(1)

The left hand side consists of the temporal term and the advection term. On the right hand side, the terms signify the diffusion term and the generation term respectively. The solid phase continuum (a block of solid ice as a load in the cold storage room) is governed by the energy conservation equation without any advection or source term. We solve the unsteady Reynolds averaged Navier-Stokes (RANS) formulation. Realizable \( k-\varepsilon \) model is used for turbulence. The gravity term in the momentum equations is treated directly without Boussinesq approximation. Newtonian fluid and ideal gas law assumptions serve as the constitutive relation and the equation of state. These close the system of equations with appropriate boundary conditions.

The finite volume method (FVM) based commercial computer program StarCCM+ is used to solve the governing equations in the computational domain. For the present study, the gas continuum consists of two species, namely air and water (H₂O) vapor inside the cold storage room. We solve conjugate heat transfer problem by setting the link between the solid phase and the surrounding gaseous medium of the room. The energy and momentum source terms are assigned to represent the effect of the cooler fan in the room without modelling the detail of the cooler unit. The cases with sliding door of the room are handled with the overset mesh setup of StarCCM+. The background mesh (room region) and the overset mesh (door with a surrounding region of choice) are generated for this purpose. A time varying rigid body translation is applied setting the motion parameters associated with the door geometry for the operation of the sliding door opening and closing. Unsteady simulations are performed accordingly. The overall setup of the different test cases is described in section 3. The brief description of the numerical schemes used in the present study is as follows. Second order schemes for convection, hybrid Gauss least-squared gradient method based 2nd order schemes for diffusion and Venkatakrisnan limiter function are chosen in solver setup. First order Euler implicit scheme is used for time integration with a time step \( \Delta t = 0.1 \text{s} \). Algebraic Multi-Grid (AMG) techniques are also invoked with the setup mentioned above.

3 Problem setup

3.1 Opened/closed door and sliding door

A simplified cold storage room with a cooler fan and a sliding door has been considered (see the schematic in figure 1). Table 1 summerizes the Length (L), Breadth (B) and Height (H) of different geometries for the test cases with the fixed door (either fully open or fully closed). The dimension of the door is 1m × 2m. All walls of the room are considered as adiabatic. Pressure outlet conditions are set at the door when it is kept open with a prescribed pressure and temperature of the environment. The initial condition of room is set as: temperature, \( T = 243 \text{K} \), the mass fraction of air \( Y_{\text{air}} = 0.9 \), the mass fraction of moisture \( Y_{\text{H}_2\text{O}} = 0.1 \), velocity field \( \vec{v} = 0 \), pressure \( P = 0 \). The solid ice is kept at: temperature \( T = 255 \text{K} \) and no-slip wall is satisfied with an appropriate contact interface (with zero resistance) for conjugate heat transfer calculations. At the opened door surface: environment temperature \( T_{\text{env}} = 293 \text{K} \), \( Y_{\text{air}} = 0.7 \), \( Y_{\text{H}_2\text{O}} = 0.3 \), \( P = 0 \). The cooler fan specifications are prescribed with an energy source \(-100 \text{W}\), a momentum source = 2 Nm⁻³ and a momentum source velocity derivative = 2kgm⁻³s⁻¹.
We will first present the results of unsteady simulations with following cases (see Table 2) with either closed door or opened door situations (subsection 4.1). The cases with sliding door setup will be presented subsequently in subsection 4.2.

### 4 Results and discussion

#### 4.1 Room with fully opened/closed door

For Case 1, the door is suddenly set as fully opened. The unsteady simulation is performed (till \( t = 120s \)) according to the boundary condition mentioned in section 3. During this time, the air exchange occurred through the door. The room temperature increases as the hot and moist air flows in, through the upper section of the door. Around this time the major portion of the room appears to reach the outdoor temperature (see Fig 2). However, the cold air leaves through the lower section of the door. This is evident from the lower temperature around floor level of the compartment. Figure 3 shows the velocity distribution through the door. The hot air gets cooled as it circulates around the cold product block. From the velocity distribution (see Figure 3), it is clear that the maximum inflow velocity at the upper level of the doorway is lower than the maximum outflow velocity at the bottom level of the doorway. The mass fraction of the water vapor also rapidly gets increased to reach the outdoor condition by this exchange. Figure 4 shows the distribution of the water vapor in the room. The temperature on the surface of the product block is shown in figure 5. As expected, due to the proxi-
Figure 5. Case 1: $T$ contours at the product surfaces (left), contours of $T$ and $Y_{H_2O}$ at the floor level (middle and right).

Figure 6. Case 2: contours of $T$ (top left), contours of $y$-component of velocity through the door (top right) and line integral convolution (LIC) of $\vec{v}$ (bottom). Black curves represent zero velocity.
mity and the exposure to the doorway, the temperature of the nearest surfaces (upper portions) of the product block is found to be higher than the other surfaces. Note that, the temperature of the lower portions of the near-doorway surfaces is lower. This is in accordance with the distribution of temperature in the room as well as near the floor level (see figure 5). Also, note that, the distribution of $\nabla T$ reveals the nature of advection and diffusion around the ice block. More and more moist air are dragged along the surfaces of the block downwards due the downward bulk movement of air associated with the air exchange process incepted by the opened door.

Case 2 is simulated with similar boundary conditions as Case 1 with the added effect of a cooling fan unit. The energy and momentum source terms are invoked to model the cooler fan as mentioned in section 3. From figure 6, it can be seen that the a more asymmetric distribution of the temperature field in this plane compared to Case 1. The overall distribution reveals that the temperature of the room increases. The cooler capacity (set by the energy source) is insufficient to cool the room during the 120 seconds time interval. It naturally means the increased cooling load, and can be handled by altering the cooling capacity. For the present case, the airflow induced by the fan actually enhances the mixing of the hot and moist air intake from the opened door. This explains the observed overall temperature distribution for this case. The velocity distribution at the doorway and in the same sample $z-x$ plane is also shown in figure 6. The overall distribution is much different compared to Case 1. This corroborates with the effect of mixing due to the presence of the fan. The fan induced mixed-air flows around the product block also influences the heat transfer through the solid surfaces differently compared to Case 1. Note that, we observed a net mass flow rate out for both Case 1 and Case 2 through the door at $t = 120s$. However, it is found to be $\approx 38\%$ less mass flow rate out for Case 2 with the cooler fan-on mode compared to Case 1 with fan-off mode.

Figure 7 shows the different contours associated with fan alone when the door is closed (Case 3). The airflow pattern is evidently different compared to the other cases with open door. The cold air circulation from the cooler fan is meant to enhance the freezing of the product load. Figure 7 shows a clear trace of air flow from the fan that contributes to convective hypothermia.

### 4.2 Room with sliding door

In this section, we present the results for a scaled down cold storage room (dimensions are given in table 3) with sliding door of size $6cm \times 12cm$. Figure 8 shows the setup of the computational domain. Here we consider only air as a working fluid. An overset mesh region is built around the sliding door associated with a suitable background mesh. The sliding door is opened and closed with a rigid body motion via a suitable field function of the StarCCM+ program. We solve unsteady laminar Navier-Stokes system of equations for this preliminary setup. For these test cases, the cold ice block is kept at a constant temperature ($T = 255K$) and the energy equation within the ice block is not solved. The fan is modeled in such a way that, it supplies $0.002kg/s$ of air at a temperature of $T = 250K$. The outside temperature is prescribed as $T = 300K$. The door is opened during the first $0.8s$ and closed during the next $0.8s$. We present the results at a $55\%$ open door situation during the opening phase and closing phase of the sliding door. The results are compared for cases with fan-off and fan-on modes. Figure 9 shows the wall normal velocity contours at $55\%$ open door situations. We found a net mass flow rate out when the fan is off. The net mass flow rates out of the room are almost identical during the opening and closing stages for the fan-off mode. On the other hand, we observed that, the net mass flow rates are different at those stages when the fan is on. The fan induced fluid-flow inside of the room influences the air exchange through the door. During the opening phase, we noticed a net mass flow rate out, while during the closing phase we observed a net mass flow rate in. The net mass flow rate in is about $4.8\%$ more than the mass flow rate out. Also note that, the net mass flow rate in for the case with the fan-on, is about $42\%$ less than the net mass flow rate out with fan-off situation. The temperature distributions at a representative plane perpendicular to the door are illustrated in figure 10 and figure 11. These contours corroborate with the above mentioned air exchange behavior.

### 5 Conclusions

We carried out a numerical study of hot, moist air exchange through a sliding door in a cold storage room. It has been observed that, the energy transport and the cooling of the product load is affected by the fan and the doorway. The air exchange and air mixing patterns differ noticeably in the presence of a fan. The increased demand of the cooling due to the hot and moist air exchange is being noticed. Additionally, a preliminary analysis with transient sliding door setup for a scaled room with one cycle of opening and closing is presented. Without the fan, the air exchange appeared almost identical during the opening or closing phase of the sliding door at $55\%$ opening. On the other hand, we found a lower air exchange rate with fan-on mode. In future, a detailed study can be opted, taking into account the more realistic condensation of the moist air intake within the framework of a full scale cold storage room with a transient sliding door.

| Table 3. Dimensions for sliding door setup. |
|---|---|---|---|
| Geometry | H | L | B |
| Cold room | 0.18 | 0.19 | 0.12 |
| Ice block | 0.14 | 0.13 | 0.05 |
| Cooler fan | 0.02 | 0.01 | 0.05 |
Figure 7. Case 3: contours of $T$ (top left), the $T$ contours (top right) at the product surfaces and LIC of $\vec{v}$ (bottom).
Figure 8. Computational domain of the scaled storage room with sliding door.

6 Acknowledgement

Authors greatly acknowledge the commercial computer program StarCCM+, used in this study. The results are obtained by the licensed version 12.06.010 of StarCCM+ on a stand alone desktop at OsloMet — Oslo Metropolitan University.

References


**Figure 9.** Door normal velocity contours at $t = 0.44s$ (left column) and at $t = 1.16s$ (right column). Top row: with fan-off mode, bottom row: with fan-on mode. Black curves represent zero velocity.

**Figure 10.** Temperature contours in a representative plane perpendicular to the door at $t = 0.44s$ (left) and at $t = 1.16s$ (right) with fan-off mode.
Figure 11. Temperature contours in a representative plane perpendicular to the door at $t = 0.44s$ (left) and at $t = 1.16s$ (right) with fan-on mode.
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Abstract

Computer-aided modelling has focused on developing domain-specific frameworks. Despite being powerful stand-alone tools they can be challenging to incorporate into a multi-scale model whose inherent interdisciplinary nature leads to a heterogeneous set of languages and tools. However, tools and models can be made easier to adopt into future projects by making conscientious development choices based on software development techniques. This paper shares the experiences and software design options that were considered and employed in the development of the MoDeNa multi-scale modelling framework.
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1 Introduction

The focus on interdisciplinary collaboration is likely to increase within the computer-aided modelling community as the demand for simulation-guided design and discovery requires increasingly accurate predictive models. The trend is already clear within material-science where both the European Materials Modelling Council (EMMC) and National Aeronautics and Space Administration (NASA) have formulated long-term strategies aimed at developing solutions facilitating software interoperability for domain-specific simulation platforms, as can be seen in the technical report (Liu et al., 2018).

This is obviously not the first time that the need for standardisation has been realised and acted upon. One example from chemical engineering is the CAPE-OPEN project presented in (Belaud and Pons, 2002). The goal of the project was to create a common interface for process models to facilitate interoperability between well entrenched proprietary simulation environments, such as the Advanced System for Process Engineering (ASPNEN) outlined in (Evans et al., 1979), as well as developing third-party extensions. Another example is the Modelica project, described in (Erik Mattsson et al., 1998), which aimed to provide a generic language for developing physics-based models in any domain.

The challenge in the integrated materials computational engineering (ICME) domain is that the models require intertwining descriptions of systems on multiple scales and are therefore based on different physical principles. The project Morphology Development of Micro- and Nano-structures (MoDeNa) was one effort aimed at creating a platform coupling models together, but used simplified versions in-place of the detailed models. The project was a major software-development effort that involved implementing the software framework in collaboration with model-developers. This paper describes software design principles that were used in order to achieve coupling between a large number of models presented in (Karolius et al., 2017), as well as extensions that would have to be made in order for the framework to also support developing and simulating fully coupled models.

2 Constituent Parts and Coupling

All modelling activities involve describing systems and the relationship between them. In the multi-scale simulation domain the focus is mainly on coupling systems that describe physical systems on vastly different scales as illustrated in Figure 1.

In order to develop tools that support the development of multi-scale systems it is necessary to identify the relationships between the elements that make up the overall multi-scale model as well as the type of coupling that must be supported. The project Morphology Development of Micro- and Nano-structures (MoDeNa) took aim at one area of multi-scale simulation, namely sequentially coupled models.

2.1 Ontology

The ontology provides a formal description of the constituent parts and the relationship between them. This is currently one of the major efforts of the materials modelling experts in the EMMC, but the topic is still relevant for the software design.

The work by (Yang and Marquardt, 2009) provides an extensive abstract ontology for multi-scale models from an engineering perspective. It could be of particular interest to study the overlap between ontologies from different domains and attempt to create a correlation between them for the purpose of facilitating communication between ontologies.

An alternative approach to defining an ontology and demanding developers to adhere to it is to develop a graphical modelling environment, such as (Elve and Preisig, 2017), that strictly adheres to a pre-defined ontology. Consequently, the model developer has no choice but adhering to the ontology.

Considering that the relationships between the entities in the ontology is directly related to scale-bridging in a multi-scale model the approach could be of great aid in de-
signing a software framework capable of handling a wide variety of scale-coupling strategies.

2.2 Scale-bridging Strategies

There are several approaches for coupling the scale-specific simulation models in a multi-scale model, both rigorous theoretical frameworks and practical approaches can be found in recent literature such as (Weinan, 2011).

2.2.1 Fully Coupled Models

The overall multi-scale model can, seen from the top-down perspective, be described as an onion. At the engineering-level one is therefore always making implicit assumptions about the scales below. Bearing in mind that continuum-based models have been successfully used for decades it could be tempting to question the need for the scale-coupling illustrated in Figure 2. However, the scale-coupling is often important, such as when considering with surface effects in low-density systems, such as rarefied gases (Docherty et al., 2014). Moreover, when the coupling does occur it quickly becomes a dominating factor that characterises the dynamics of the system.

Fully coupling models is therefore necessary in order to capture physical phenomena that arises as a direct consequence of the multi-scale nature of the system. However, the computational cost associated with running concurrent simulations limits the number of models that can be integrated in this manner before the computational effort outweighs the benefit.

2.2.2 Scale-Separated Models

The scale-separation assumption is an argument that decouples the dynamics of the individual scale-specific models as illustrated in Figure 4. This is the assumption on which the MoDeNa software framework was based. The use of surrogate-models in the MoDeNa project is shown in Figure 3, they are used in-place of the detailed model for the lower scale. In this way the scale-separation is exploited, typically for the purpose of speeding up the higher scale model. As mentioned in the previous section, scale separation is very common and the use of low-level models to calculate material properties for exotic alloys is highly interesting for engineers. In contrast to the fully coupled models in the previous section one can use a lot
of surrogate-based scale-separated models as long as they are never used outside of the domain in which the parameters were validated.

3 Software Design Concepts

The process of developing generic software is intrinsically iterative and different modelling paradigms often have significantly different requirements. However, it can be considerably simplified by making conscious decisions that clearly separate individual components of the software and define to what extent it supports generic concepts.

3.1 Abstraction

For the past two decades so-called object-oriented, or data-centric, design has been the prevailing principle for software development. The earliest formal representation of an object-oriented paradigm is often accredited to the SIMULA languages, whose history is presented in (Nygaard and Dahl, 1981), which was designed to facilitate development of discrete event systems (DESs).

Nowadays, most modern programming languages support object-oriented (OO) programming to a greater or lesser extent. It is common for modelling frameworks to take advantage of the abstraction capabilities that object-orientation provides, which in practice means to design well-defined generic implementations that are capable of describing special cases of an appropriate type. The advantage often lies in that multiple solution strategies can be defined for the generic description and any of them can be imposed on a particular problem.

The Open Field Operation and Manipulation (OpenFOAM) project founded by (Weller et al., 1998) is an excellent example of the power of OO design principles. At its core the OpenFOAM framework is a generic implementation of finite volume method (FVM) and provides abstract data-types designed specifically for the purpose of making the computer implementation of partial differential equations (PDEs) mimic mathematical notation. The listing 1 shows an excerpt from the source code for the OpenFOAM solver "laplacianFoam", an algorithm for solving the heat equation.

\[
\frac{\partial T}{\partial t} - \nabla [D \nabla T] = 0
\]  

However, even though the abstraction of the differential operators makes the overall implementation look deceptively simple, there is obviously a lot of software engineering taking place in the background.

This raises the question of what happens to the terse implementation if the solver should be modified to include temperature dependency of the thermal diffusivity \(D(T)\) by employing a simulation-model from a lower scale, e.g. using molecular dynamics (MD) and the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) described in (Plimpton, 1995).

There is effectively two possible choices at this point:

Keep the original abstraction

In the case of OpenFOAM it is possible to implement a specialised thermo-physical model which handles the coupling with the lower-scale model; thus, the original solver remains largely unchanged.

Modify the solver

The easiest strategy is to implement the coupling to the MoDeNa framework directly in the main loop of the solver. This will render the original implementation virtually unrecognisable, but also clearly show the coupling.

There are positive and negative aspects to both strategies. As an example consider the sample code for implementing the MoDeNa software framework directly into the laplacianFoam solver.

Listing 2. Excerpt from the source code of the modenaLaplacianFoam solver. The main loop effectively split into two parts where one is a loop that requests information about the thermal diffusivity from the MoDeNa software framework before continuing to the solver equivalent to the original laplacianFoam implementation in Listing 1.

```cpp
while ( simple.loop() ) {
    while (simple.correctNonOrthogonal()) {
        solve(
            fvm::ddt(T) - fvm::laplacian(DT, T)
        );
    }
}
```

When comparing the code-block with the colour coding in equation 1 the resemblance is striking. When compared to the original solver in Listing 1 the modified implementation in Listing 2 has major changes. However, the changes are fairly straight forward to implement for someone who is somewhat familiar with the programming language. Moreover, since the implementation
interrupts the main loop it would be possible to perform synchronization with an external application; thus, potentially allowing for concurrent computational fluid dynamics (CFD) and MD simulations that exchange data on-the-fly.

3.2 Modularity

In the overall picture of a simulation that employs multiple models it is intuitive to consider each individual simulation-model as a software module. The module is commonly further divided into components that perform independent tasks, such as pre/post processing or providing abstraction, which is the case for the operators in the example in Listing 1.

3.2.1 Coupling

In general the term coupling refers to the relationship between software modules in a project. The idea motivating the focus on coupling in software design is that internal changes within one module should affect other modules to the least extent possible.

Loose coupling

Loose coupling refers to a situation where there is little interaction between the modules that makes up the software. Loosely coupled models can for instance be running a simulation in order to generate initial conditions for a subsequent simulation.

Tight coupling

Modules that are tightly coupled are highly intertwined and the connection may require in-depth knowledge of the internal components of a different module. Simulation models that requires run-time exchange of information, maybe even synchronised execution, are tightly coupled.

For the purpose of maintainability it is desirable to strive towards achieving loose coupling, illustrated in Figure 5, between modules. Loose coupling simplifies both development and simulation of models compared to tightly coupled models illustrated in 6. In the case of interdisciplinary modelling efforts tight coupling is particularly problematic. The reason for this is that it is important that models can be tested and validated in relative isolation, i.e. without connections to other models.

However, the question still remains with how to deal with models that are not loosely coupled by nature and requires exchange of information at run-time. The strategy here is to employ an external framework, such as the MoDeNa software framework presented in (Karolius et al., 2016), in order to decouple the connection between the individual models as shown in Figure 7.

3.2.2 Cohesion

Cohesion is an intra-module concept and refers to the relationship between the internal components of a module. It is a measure of the degree to which the internal components of a module focuses on a single task.

It is common to refer to the degree of cohesion within a module as low or high.

Low cohesion

Low cohesion effectively implies that the implementation of the software module, or simulation model, is disorganised. In a module that suffers from low cohesion each module may try to perform several unrelated tasks and still require importing functionality from other components in the module.

High cohesion

Models that have high cohesion are organised into components that focus on specific tasks with little or no interaction with the other components in the module.
Since cohesion is an intra-module concept the practical importance of cohesion becomes less relevant if the coupling between modules is loose. However, as comparing the illustrations of modules with high and low cohesion, in Figure 8 and respectively, it can be argued that the former will lead to fewer sources for errors and less maintenance. In contrast to coupling there is not much that an external framework can do in order to enforce cohesion within a simulation model. However, it is possible to promote cohesion by making it possible to pre-define a workflow that should be executed when running the application.

### 3.3 Workflows

Most scientific simulations follow a pre-defined workflow: initialisation, execution and post-processing. However, for the purpose of exploring a large design space for simulation-guided studies it necessary to automate the execution and tracking of a large number of simulation runs.

In its simplest form a computational workflow consists of atomic, i.e. non-interruptable, tasks. Software tools, such as FireWorks (Jain et al., 2015) and are treats the workflow as a directed acyclic graph (DAG) is designed to execute whatever it can until there are no more tasks left in the queue.

#### 3.3.1 Adaptivity and Distributed Tasks

In order to make workflows that can be employed in a machine-learning concept it is necessary to incorporate some adaptivity into the execution of the computational workflow. In practice this idea is rather simple: make the simulation-models capable of telling the workflow generator what to do in a particular context.

The MoDeNa software framework used the features of FireWorks to implement an adaptive workflow that would perform run-time parameter estimation and validation of using model-based design of experiments (Franceschini and Macchietto, 2008).

Some simulations are simply too complex to be executed in a normal desktop environment and requires the workflow to migrate to facilities capable of running applications that require heavy computing.

#### 3.3.2 Concurrency

As long as simulation tasks are atomic concurrency is not a big issue and parallel execution is easily facilitated using DAGs. However, when simulations have to exchange information while they are running there is a problem, namely how to ensure that the processes are synchronised.

One approach could be to employ the message passing interface (MPI) toolkit, which is a standardised way of handling inter-process communication. However, with this approach one could end up attempting to run multiple MPI processes inside the main MPI process. An alternative way of modelling concurrency is to use Petri-nets (Peterson, 1977), as illustrated in Figure 10 A basic model for concurrency would not require implementing complex MPI-style communication mechanisms.

### 4 Conclusion

Designing a generic software framework that facilitates development of multi-scale models requires making pragmatic choices in the software design. The main focus of the framework is to support the modelling and simulation effort, not necessarily providing framework that uses abstraction techniques to hide the implementation from the users.

Instead, the design should aim at enforcing modularity of the scale-specific models and enabling flexible and distributed computational workflows. There are also significant lessons to be learned from

---

**Figure 8.** Illustration of a module with high cohesion.

**Figure 9.** Module whose functionality is implemented in multiple components that require cross- and circular-imports in the module.

**Figure 10.** Simple illustration of a naive concurrency model for two models that runs in parallel and synchronises between every iteration allowing for information to be exchanged between the models.
the use of semantic interoperability within web-development as well as the gene ontology project.
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Abstract

Even though almost all processes in the real world are described by nonlinear models, nonlinear theory for analysis of these models is far less developed than the theory for linear models. Therefore model linearization is important in order to make efficient analysis tools for these models.

This paper describes the possibility of automatic linearization in Python for a hydropower system modeled in OpenModelica using our in-house hydropower Modelica library OpenHPL. Linearization is made using a Python API. Simple uses of the linearized model for analysis and synthesis are indicated.

Keywords: linearization, hydropower, Python API, OpenModelica

1 Introduction

1.1 Background

A transition towards more renewable energy sources is currently taking place in Europe and all over the world. This situation leads to increase in the use of flexible hydropower plants to compensate the highly changing production from intermittent energy sources such as wind and solar irradiation. A high head hydropower system is considered for this study, because it takes up the main part of all hydropower plants in Norway.

The possibility for modelling and simulating this hydropower system takes an important role in order to make efficient analysis tools for testing a designed controller for stability and performance in different operating regimes. One of such analysis tools can provide automatic linearization; an approximate linear model allows for the use of linear theory for analysis and synthesis which is much better developed than nonlinear theory.

1.2 Previous Work

Basic mathematics and control theory needed to model, analyze, and design feedback systems are provided in (Åström and Murray, 2010). Based on these methods, the linearized hydropower model can be further tested and analyzed for control purposes using a Python\(^1\) package — python-control (The Python Control Systems Library)\(^2\).

\(^1\)https://www.python.org
\(^2\)https://goo.gl/MtbYtf

\(\textit{python-control}\) is a Python module, where basic operations for analysis and design of feedback control systems are implemented.

A Python API\(^3\) for OpenModelica\(^4\) already exists that provides possibilities for controlling simulations of the OpenModelica models via Python (Lie et al., 2016). Python in turn gives much wider possibilities for plotting, analysis, and optimization (e.g., using Python packages matplotlib, numpy, scipy, etc.).

Some work on modeling a waterway for the high head hydropower system together with a generator, the Francis turbine, and a governor, has already been done using OpenModelica (Vytvytskyi and Lie, 2017, 2018). Unit models have been assembled in our in-house Modelica\(^5\) library OpenHPL\(^6\).

1.3 Overview of Paper

In this paper, the main contribution is investigation of how modern computer tools can make the workflow of analysis and design, including linearization and linear control analysis/design. This is the first paper that demonstrates how linearization can be done using the Python API for “non-academic” hydropower models of different complexity. Model implementation is done in OpenModelica using the OpenHPL library.

The paper is structured as follows: Section 2 gives a system description of a high head hydropower system. Section 3 gives an overview of the modeling tools and a presentation of the hydropower model. Then automatic linearization and a simple PI controller design are described in Sections 4 and 5. Finally, discussion and conclusions are given in Section 6.

2 System Description

High head plants typically collect and store water in reservoirs in mountains, with tunnels leading the relatively small flow of water down a considerable height difference to the aggregated turbine and generator. The electricity, produced by the generator, is then transferred through power lines to consumers. A typical structure for the high
head hydropower plant is depicted in Figure 1 (Vytvytskyi and Lie, 2017).

For simulations in this paper, the data from the Sundsbarm hydropower plant in Telemark, Norway is used with data provided in (Winkler et al., 2011), see Table 1 and 2.

Table 1. The waterway geometry of Sundsbarm hydropower plant.

<table>
<thead>
<tr>
<th>Waterway unit</th>
<th>Height difference, m</th>
<th>Length, m</th>
<th>Diameter, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservoir</td>
<td>48</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Conduit</td>
<td>23</td>
<td>6600</td>
<td>5.8</td>
</tr>
<tr>
<td>Penstock</td>
<td>428.5</td>
<td>600</td>
<td>3</td>
</tr>
<tr>
<td>Surge tank</td>
<td>120</td>
<td>140</td>
<td>3.4</td>
</tr>
<tr>
<td>Discharge race</td>
<td>0.5</td>
<td>600</td>
<td>5.8</td>
</tr>
<tr>
<td>Tail water</td>
<td>5</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2. The turbine geometry of Sundsbarm hydropower plant.

<table>
<thead>
<tr>
<th>Turbine type</th>
<th>Nominal head, m</th>
<th>Nominal flow rate, m$^3$/s</th>
<th>Nominal power, MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Francis</td>
<td>460</td>
<td>24.3</td>
<td>104.4</td>
</tr>
</tbody>
</table>

3 Modeling

3.1 Modeling Tools

All modeling is done in OpenModelica, which is an open-source Modelica-based modeling and simulation environment intended for industrial and academic usage. For modeling the hydropower system, library OpenHPL is used. This is an in-house hydropower library, where different parts of the waterway components, such as reservoir, conduit, surge tank and turbine, have been assembled. In this library, different waterway components of the hydropower system are described by both mass and momentum balance, and could include compressible/incompressible water or elastic/inelastic pipe walls. A better overview of the mathematical models and methods used in this library is giving in (Vytvytskyi and Lie, 2017; Splavska et al., 2017).

In addition, our hydropower library can also be connected with other open source Modelica libraries such as OpenPSL (Open-Instance Power System Library), where a much wider variety of power system components are presented. Together, the OpenHPL and OpenPSL libraries give a possibility to develop a model for the whole hydropower system that starts from the water in the reservoir and ends with the different electrical loads. Linearization also works for more complex/detailed models than used here (e.g., a model for the whole hydropower system), but space limitations restrict our presentation to simpler cases.

3.2 Model Presentation

In this study, two cases of complexity for this system are considered:

1. Simplified system with incompressible water and inelastic pipe.
2. More complex system that includes water compressibility and pipe shell elasticity in the penstock.

Both these cases are straightforward to implement in OpenModelica using the OpenHPL library. A block diagram that is relevant for both cases of the hydropower system is presented in Figure 2. For simplicity, the water levels in reservoir and tail water are considered to be constant.

In both cases, the model has one input — turbine gate opening — $u_{tr}$, and one output — turbine volumetric flow rate — $\dot{V}_{tr}$.

4 Linearization

4.1 Overview

The Python API (Lie et al., 2016) provides a linearization function that allows approximation of nonlinear DAE models in OpenModelica to linear state space models in Python. First, the Modelica model is instantiated in Python using the OMPython package and the following command:

```python
hps_s = ModelicaSystem("OpenHPL.mo","OpenHPL.Tests.HPLlinearization","Modelica") // for simpler model
hps_kp = ModelicaSystem("OpenHPL.mo","OpenHPL.Tests.HPLlinearizationKP","Modelica") // for complex model
```

After this, the input signal and simulation options are set in Python for the simulation. Before linearization, the model parameters are set to steady state values. Automatic linearization is done from Python, where the matrices for the general state-space representation of a linear system are given using the following command:

```python
As, Bs, Cs, Ds = hps_s.linearize() // for simpler model
Akp, Bkp, Ckp, Dkp = hps_kp.linearize() // for complex model
```

4.2 Simple Model

First, the simple hydropower model is linearized. Through linearization, the state-space matrices $A$, $B$, $C$ and $D$ are generated:

---

8http://openipsl.readthedocs.io/en/latest
Figure 1. Structure of the high head hydropower plant.

Figure 2. Model of the hydropower system.

\[
A = \begin{bmatrix}
-4.4 & 3.4 \cdot 10^{-4} & 7.7 \cdot 10^{-6} \\
4.2 & -4.0 \cdot 10^{-3} & -1.1 \cdot 10^{-5} \\
0.0 & 997 & 0.0
\end{bmatrix}
\]  
(1)

\[
B = \begin{bmatrix}
110.45 \\
-106.62 \\
0.0
\end{bmatrix}
\]  
(2)

\[
C = \begin{bmatrix}
1.0 \\
0.0 \\
0.0
\end{bmatrix}
\]  
(3)

\[
D = \begin{bmatrix}
0.0
\end{bmatrix}
\]  
(4)

Information about the state, input and output variables and their order for the linearized simple model can be checked in Python using the following commands:

```python
hps_s.getLinearInputs() // for inputs
hps_s.getLinearOutputs() // for outputs
hps_s.getLinearStates() // for states
```

As mentioned above, this model has one input \( u = u_r \) and one output \( y = V_r \). The linearization algorithm gives a state vector with 3 elements: \( x = [V_p, V_s, m_s]^T \). Here, \( V_p \) and \( V_s \) are the volumetric flow rates in the penstock and surge tank respectively, \( m_s \) is the water mass in the surge tank. The linearization algorithm has actually considered two more states (the water masses in the reservoir and tail water). However, due to assumption of the constant water level in those compartments, their rows in the \( A \) matrix are zero vectors and can be neglected.

As seen, for this simpler case the linear model is of low order. It is also known that the system is asymptotically stable if all eigenvalues of the \( A \) matrix have negative real parts. Using the following command from the `numpy` package, we find the eigenvalues:

```python
linalg.eig(As)
```

The eigenvalues of \( A \) matrix are as follows:
4.3 Complex Model

Next, the more complex hydropower model has been linearized in the same way as was presented for the simpler case. The state-space matrices are presented below in simplified form due to their shape:

\[
eig(A) = \begin{bmatrix} -4.367 \\ 0.003 + 0.06j \\ 0.003 - 0.06j \end{bmatrix}
\] (5)

The inputs, outputs and states for the linearized complex model are also provided using the following commands:

```python
hps_kp.getLinearInputs() // for inputs
hps_kp.getLinearOutputs() // for outputs
hps_kp.getLinearStates() // for states
```

The input and output are the same as for the simpler case. However in this case, the model consists of 22 states that make it more space demanding, \(x = [m_{p,i}, p_{p,i}, V_s, m_s]^T\). Here, two states are also relevant for the surge tank: the volumetric flow rate, \(V_s\), and the water mass, \(m_s\). On the other hand, the penstock now is described by 20 equations — 10 for the mass flow rate — \(\dot{m}_{p,i}\) and 10 for the pressure — \(p_{p,i}\) (here, \(i\) is a cell number in range from 1 to \(n\), where \(n\) is a number of discretization points of the penstock). This is due to using the Finite Volume method for the discretization of the more complex model with compressible water and elastic pipe walls (the penstock is divided in ten cells here).

In the same way as it was done for the previous simpler case, the eigenvalue analysis of \(A\) matrix could be performed. We found that this more complex system is also asymptotically stable.

4.4 Bode Plot Comparison

After the hydropower model has been linearized and the \((A,B,C,D)\) matrices for the general state-space representation are defined for the two cases, some further analysis for the linearized system might be done. For control purposes, the frequency response of a system (Bode plot) can be interesting.

To plot this frequency response, the following commands from the `python-control` package in Python can be used:

```python
sys = ss(A,B,C,D)
mag, phase, omega = bode_plot(sys, dB=True)
```

As an alternative, the transfer function \(H(s)\) of the system could be found from:

\[
H(s) = C(sI - A)^{-1}B + D\] (10)

Here, \(s\) is the Laplace operator and for the frequency response, define \(s = j\omega\), where \(\omega\) is frequency in radians. After this, the Bode plot for the linearized hydropower system can be plotted. The Bode diagram for the two cases of the linearized hydropower model are shown in Figure 3.

![Bode Diagram](image)

Figure 3. Comparison of Bode plot for two cases of the hydropower system.

5 Design of PI Controller

Using the `python-control` package in Python, a simple PI controller for the linearized hydropower models could be designed and tuned.

First, the step response of the control signal for the linearized hydropower model is found for the two cases, using the following command:

```python
sys_s = ss(A_s,B_s,C_s,D_s) // simple system
youts, Ts = step(sys_s)
```

```python
sys_kp = ss(A_kp,B_kp,C_kp,D_kp) // complex system
youtkp, Tkp = step(sys_kp)
```

The results of the control signal step response for both the simple and the complex linearized models are shown in Figure 4.

After this, a PI controller \(C_r(s) = \frac{K_p}{s} + K_i\) is tuned.

Then, the controller transfer function is defined in Python using the control package and connected to the hydropower system via feedback using the following commands:

```python
CrPI = tf([[Kp, Ki]],[[1., 0.]]]
Trs = feedback(sys_s*CrPI,1)
youts, Ts = step(Trs)
Trkp = feedback(sys_kp*CrPI,1)
youtkp, Tkp = step(Trkp)
```
Figure 4. Comparison of the step response for the simple and complex linearized models.

The results of the step response for the reference value for the PI controller that control the hydropower system for the two cases are shown in Figure 5 and Figure 6. For the two cases, the step response is done for two sets of controller parameters.

Figure 5. Step response for the simpler model with PI controller.

Finally, the designed and tuned PI control could be checked on the original (nonlinear) hydropower model in OpenModelica. The results of the step test for the output and input are shown in Figure 7 — for the simpler case and Figure 8 — for the more complex case.

Figure 6. Step response for the complex model with PI controller.

Figure 7. Step test for the nonlinear hydropower model, simpler case.

Figure 8. Step test for the nonlinear hydropower model, complex case.

6 Discussion and Conclusions

The possibility of automatic linearization of OpenModelica models through Python using the Python API has been presented in this paper.

Two cases with different model complexity for the hydropower system have been linearized in order to show the linearization capability of the Python API. Despite the model complexity, the linearization algorithm finds the state space matrices $A$, $B$, $C$, $D$.

After linearization, linear theory could be further used for the model analysis and synthesis. Examples of analysis has been presented by creating a Bode plot and designing a simple PI controller, using the already exist packages in Python (numpy or python-control). The Bode diagram has been plotted for two cases of the hydropower system in order to show the frequency response of the models. Then the possibility of PI controller design has been shown for the two cases. The designed PI controller has also been tested for the original (nonlinear) models in OpenModelica.

Besides the presented examples of linear analysis, many more other possibilities for analysis and synthesis of the linearized model might be used, such as sensitivity or stability analyses, etc.
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Abstract

Human activity recognition in smart house environments is the task of automatic recognition of physical activities of a person to build a safe environment for older adults or any person in their daily life. The aim of this work is to develop a model that can recognize abnormal activities for assisting people living alone in a smart house environment. The idea is based on the assumption that people tend to follow a specific pattern of activities in their daily life. An open source database is used to train the decision trees classifier algorithm. Training and testing of the algorithm is performed using MATLAB. The results show an accuracy rate of 88.02% in the activity detection task. Keywords: intelligent environment, behaviour modelling, pattern recognition, probabilistic model, predictive model, Norway

1 Introduction

Human activity recognition modelling (HAM) in smart environments is an important area of research. Smart houses are being developed to improve and ease the life of the inhabitant. The idea of implementing HAM is to recognize the activities of a person in order to adapt the house to its user (Reaz, 2013; Vainio et al., 2008).

A smart house is defined as any living environment that has been carefully designed to support its inhabitant in carrying out daily activities, as well as to promote independent lifestyles (Chan et al., 2008).

People tend to follow a pattern in their daily live (Alam et al., 2010; Bourouhou and You, 2015). Therefore, it is possible to recognize the activities of daily life (ADL) a user performs, such as eating, toileting, bathing, dressing, etc. This recognition task is also known as human activity recognition (HAR).

Once the ADL recognition task is done, HAM can use the output from it to learn the pattern of the user and model the user’s activities. The modelling has the potential to detect any deviation from the usual pattern.

Detecting abnormal activities has several applications including assisting older adults. In Norway, 38.5% of households with people aged 65 and over are living alone (sentralbyraa, 2018). Hence, a smart house can help the older adult to remain living in their own home for as long as possible (Sanchez et al., 2017).

In this work, HAR is implemented using an open source database. The output of the HAR is used for the HAM. HAM generally refers to the task of modelling the person activity pattern together with time. Therefore, accurate activity recognition is a crucial part for good HAM.

Decision trees are used to develop the HAM. Decision trees are a probabilistic algorithm that is able to predict the next step or value by learning from data. An open dataset is used for training the model.

2 Related Work

Decision tree is a supervised learning method. This method has been used for several tasks in the field of pattern recognition and machine learning as a predictive model. The main goal is to predict the next value given several input variable.

Previous studies on pervasive environment using decision trees have been successfully implemented (McBurney et al., 2008).

In smart house environments, an 80% accuracy was achieved using decision trees on 20 everyday activities in a research by Bao and Intille (2004). Another research based on decision tree with good result for ADL is the work by Fan et al. (2014).

3 Design and Methods

Figure 1 shows the methodology flow in this work.

Figure 1. Methods
3.1 Decision trees

Decision trees is a hierarchical model also known as classification and regression trees. They have the property of predicting response from data.

The attributes of the decision trees are mapped into nodes. The edges of the tree represent the possible output values. Each branch of the tree represents a classification rule, from the root to the leaf node (Lara and Labrador, 2013).

3.2 Software

MATLAB is used in this study for developing the model. The classification learner toolbox was specifically used for training the tree. The code from the classification learner toolbox was exported and saved for later use with any other dataset. Testing was also coded in MATLAB.

Finally, the program Wolfram Mathematica is used for the results plots presented in this article.

3.3 Dataset

An open dataset is used in this study. The dataset has been previously used in other research and is known in the HAR field (Ordónez et al., 2013). The dataset is named “Activities of Daily Living (ADLs) Recognition Using Binary Sensors Data Set” and is available for download at (Ordónez, 2013). The purpose of using an open dataset is to obtain unbiased results.

The dataset consists of annotated ADLs collected by two different users living on a daily basis in a smart house. The activities in the dataset were manually labelled by the users. Table 1 presents the dataset attributes.

### Table 1. ADLs Database

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting</td>
<td>Apartment</td>
</tr>
<tr>
<td>Number of Rooms</td>
<td>4 Rooms + Hall/Entrance</td>
</tr>
<tr>
<td>Number of labelled days</td>
<td>14 days</td>
</tr>
<tr>
<td>Labels (ADLs included)</td>
<td>Leaving, Toileting, Showering, Sleeping, Breakfast, Lunch, Dinner, Snack, Spare Time/TV, Grooming</td>
</tr>
<tr>
<td>Number of sensors</td>
<td>12 sensors</td>
</tr>
</tbody>
</table>

Two instances of data exist corresponding to each user living in the smart house. One dataset of 14 days (OrdónezA), and the second dataset of 21 days (OrdónezB). The first dataset data is depicted in Fig. 2. The first dataset is used this work for creating and testing the model. The second dataset (OrdónezB) is implemented later in order to test the model with a different dataset.

3.3.1 Data Handling

The variables used from the dataset are "Date", "Time", "Activity", and "Room". Another variable named "position" was added to improve the recognition task. This variable position correspond to one of the three following values: laying, sitting, standing.

Table 2 depicts the first day from the dataset. The dataset is in a text file format.

### Table 2. Day 1 example of the dataset

<table>
<thead>
<tr>
<th>Date</th>
<th>StartTime</th>
<th>EndTime</th>
<th>Activity</th>
<th>Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>28-11-11</td>
<td>10:25:44</td>
<td>10:33:00</td>
<td>Showering</td>
<td>Bathroom</td>
</tr>
<tr>
<td>28-11-11</td>
<td>10:34:23</td>
<td>10:43:00</td>
<td>Breakfast</td>
<td>Kitchen</td>
</tr>
<tr>
<td>28-11-11</td>
<td>13:06:04</td>
<td>13:06:31</td>
<td>Toileting</td>
<td>Bathroom</td>
</tr>
<tr>
<td>28-11-11</td>
<td>14:27:11</td>
<td>15:04:00</td>
<td>Lunch</td>
<td>Kitchen</td>
</tr>
<tr>
<td>28-11-11</td>
<td>15:04:59</td>
<td>15:06:29</td>
<td>Grooming</td>
<td>Bathroom</td>
</tr>
<tr>
<td>28-11-11</td>
<td>15:07:01</td>
<td>20:20:00</td>
<td>Spare Time</td>
<td>Livingroom</td>
</tr>
<tr>
<td>28-11-11</td>
<td>20:21:15</td>
<td>02:06:00</td>
<td>Spare Time</td>
<td>Livingroom</td>
</tr>
</tbody>
</table>

In order to model the decision tree, a sample was drawn from the dataset. All the 14 days in the dataset were stopped when the activity leaving was found. Seven days were used for training and seven days were used for testing. The dataset text values were coded to numbers in order to develop the MATLAB code. Table 3 shows the rooms with their respective codes.

### Table 3. House rooms and their code

<table>
<thead>
<tr>
<th>Name of Room</th>
<th>Number Assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedroom</td>
<td>1</td>
</tr>
<tr>
<td>Bathroom</td>
<td>2</td>
</tr>
<tr>
<td>Kitchen</td>
<td>3</td>
</tr>
<tr>
<td>Livingroom</td>
<td>4</td>
</tr>
<tr>
<td>Hall</td>
<td>5</td>
</tr>
</tbody>
</table>

Numbers were also assigned to the activities to make the learning and decoding process more feasible. Table 4 shows the activities with the assigned codes.

Table 5 shows the coding used for the position values. A total of 9 activities, 5 rooms, and 3 positions are used.
Table 4. Activities numbers

<table>
<thead>
<tr>
<th>Name of Activity</th>
<th>Number Assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>1</td>
</tr>
<tr>
<td>Toileting</td>
<td>2</td>
</tr>
<tr>
<td>Showering</td>
<td>3</td>
</tr>
<tr>
<td>Breakfast</td>
<td>4</td>
</tr>
<tr>
<td>Grooming</td>
<td>5</td>
</tr>
<tr>
<td>Spare time/TV</td>
<td>6</td>
</tr>
<tr>
<td>Snack</td>
<td>7</td>
</tr>
<tr>
<td>Lunch</td>
<td>8</td>
</tr>
<tr>
<td>Leaving</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 5. Position numbers and their code

<table>
<thead>
<tr>
<th>Name of Activity</th>
<th>Number Assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lying</td>
<td>1</td>
</tr>
<tr>
<td>Sitting</td>
<td>2</td>
</tr>
<tr>
<td>Standing</td>
<td>3</td>
</tr>
</tbody>
</table>

3.4 HAR Modelling (HAM)

HAM refers to the modelling of the behaviour or activity of the person. Behaviour is regarded as an activity with duration, i.e, the time elapsed from start to end of an activity and time of day (Pfeiffer et al., 2016). For example, a behaviour can be having breakfast, which consist of opening the refrigerator, cooking, sitting and eating breakfast. This set of activities are given in a time span (time elapsed from start to end), and usually in the morning (time of day).

Normal and abnormal activity and behaviour can be detected in a smart house by analysing both, the activity and the time. Abnormal activity detection main purpose is to warn a member of the family or caretaker whether something is wrong with the person. This can be regarded as anomaly. "Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior" (Chandola et al., 2009).

4 Experiments

The dataset used in this study is available in a text file only. Therefore, the dataset was exported to an excel file. The dataset contains 14 days of data in total. Two files were created, one for training and one for testing. Random numbers were generated in MATLAB with the `randperm` function to randomly select seven days for training. The numbers selected according to the random generator were days: 12, 10, 5, 14, 1, 7, and 6. Hence, these days were use for training. The remaining days (2, 3, 4, 8, 9, 11, 13) were used for testing.

A new variable called `duration` was added. The variable `duration` was calculated using the time data from the dataset and consist of the time spent in each activity, from start to end of each activity. The `duration` value was calculated in seconds.

In the excel file, the text values of the dataset were coded to numbers. The variables `room`, `position` and `activities` were coded as explained in section 3.3.1. The `room` values were coded to numbers from 1 to 5. The `position` values coded to numbers from 1 to 3. The `activity` values were coded to numbers from 1 to 9.
Both excel files were imported to MATLAB as table data type. The training was performed using the integrated classification learner toolbox. The variables used for training the decision trees are the room, position, and duration. The output variable is the activity data.

Figure 3 shows the parallel coordinated plots of the data. The variables room, position, and duration are plotted to show the relationship between them. According to Figure 3, it is possible to see that activities 3 and 5 (showing and grooming) follow almost the same path line in the graph. Also, activities 4, and 8 (breakfast and lunch) almost follow the same path line, with the duration barely different for each of the two activities. Activity 7, snack, was not found in the training dataset.

Once the tree is trained, testing is performed with the remaining seven days of the dataset: days 2, 3, 4, 8, 9, 11, 13. The testing consists on using the variables room, position, and duration as input data. The response or output is the activity value. Each day from the testing dataset was tested and compared to the real data.

A new fictional test set was created in order to test the model with abnormal data, as showed in Table 6. The test set consists of a fictional single day. The table shows that the duration of some of the activities were exaggerated. In addition, the position: lying of the first activity in the hall room should qualify as abnormal behaviour.

Result plots were obtained using the Mathematica software. The actual data and the predicted data for each of the testing days was copied to Mathematica and plots were coded to visually present the results.

Finally, the total computational time was measured.

## Results

Figure 4 shows the trained decision tree. The decision tree model was able to classify seven out of nine activities in the dataset.

Figure 5 shows the number of observations for each of the activities. The true class is in the y-axis and the predicted class is in the x-axis. It is possible to see that there are no observation in the training dataset for activity number seven (snack), and only one observation for activity number eight (lunch).

Most error counts in figure 5 occurred in activities that are performed in the same room, such as showering and grooming (3 and 5). However, this number of observations

<table>
<thead>
<tr>
<th>Room</th>
<th>Position</th>
<th>Duration(secs)</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>Lying</td>
<td>10000</td>
<td>-</td>
</tr>
<tr>
<td>Bathroom</td>
<td>Sitting</td>
<td>15000</td>
<td>toileting</td>
</tr>
<tr>
<td>Bathroom</td>
<td>Standing</td>
<td>450</td>
<td>grooming</td>
</tr>
<tr>
<td>Living-room</td>
<td>Sitting</td>
<td>9000</td>
<td>spare time</td>
</tr>
<tr>
<td>Living-room</td>
<td>Sitting</td>
<td>9500</td>
<td>spare time</td>
</tr>
<tr>
<td>Hall</td>
<td>Standing</td>
<td>412</td>
<td>leaving</td>
</tr>
</tbody>
</table>
with errors is low.

Figure 6 shows in percentage of success and errors prediction in the training data, called "positive predictive values false discovery rate". The highest false discovery is 50% in the activity grooming (5). The model classified the activities showering (3) half of the times instead of the true class grooming (5).

For the activity grooming (5), the model had a false discovery rate of 22%, classifying the activity showering (3) instead of grooming (5).

For the activity lunch (8), the model classified the activity breakfast (4) with a false discovery of 13%.

Figure 7 shows the results of the test. Days 2, 3, 4, 8, 9, 11, and 13 were used for testing. Some prediction errors were found when comparing the actual data with the estimated data.

Most of the errors were found between the grooming and showering activity, and between the breakfast and snack activities. A possible explanation for these prediction errors is that both of these activities are performed in the same room, bathroom and kitchen, respectively.

Figure 7h shows the results of the added fictional day with abnormal behaviour data. The model predicted the activity Spare Time instead of finding an abnormal behaviour in the first activity. The true positive-false positive rate for each of the predicted activities are shown in table 7.

Finally, the total accuracy of the activity recognition task is 88.02%. The computational time of the model, consisting of training and testing is around 3 seconds.

### 5.1 Test on second dataset

The model was tested on the second dataset (OrdonezB) consisting of 21 days, also open source as described in section 3.3. The purpose of this second test is to verify that the model works with any dataset.

In this test, the entire dataset was used, without sampling. The dataset was also processed as described in section 4. The values were coded to numbers. A total of 10 activities, 5 rooms and 3 positions were used.

The results showed that the model worked as well as in the experimental work (dataset Ordonez A). Like in the experimental work, minor mistakes were found in the prediction task corresponding to activities made in the same room. Namely bathroom and kitchen. Therefore, the model presented here is able to work with any dataset.

### 6 Discussion

In this work, decision trees are researched to perform human activity recognition modelling.

The decision tree classified seven out of nine activities. This is because there are no observation of activity snack, and only one observation for activity lunch in the training dataset. Therefore, the model could only classify seven activities in total.

Some predictions presented minor error rates. One possible reason for the these error rates is that there are rooms
that allow different types of activities. Hence, the recognition task is more difficult. For example, in the room bathroom, three different activities are performed: showering, toileting and grooming. Thus, the model tends to predict the highest probability of the activity given the room bathroom.

This is the same case for the room kitchen, where activities breakfast, lunch and snack are performed. The activity lunch has an error rate of 64%. From figure 5 it is possible to see that there is only one observation of the activity lunch. Therefore, the model would hardly predict this activity. Instead, the model predicts the activity breakfast, because it has the highest probability.

Decision trees are probabilistic algorithm and thus produces some errors in the prediction task. As any probabilistic algorithm, decision trees will always chose the highest probability according to the trained data.

In general, the finding suggest that decision trees are a good tool for HAR with 88.02% accuracy. However, for the HAM, the model does not detects abnormal behaviour as well as it does HAR. When a fictional single day test set was created to check the performance on an abnormal day, the model did not meet the expectations in the anomaly detection task.

The most like reason for this, is that decision trees does not always enforce to check every variable before estimating a results. Consequently, in the added fictional test day with room hall and position lying, the tree predicted the activity spare time. Thus, the tree does not check for the other variables of room, nor duration. The model should have detected an abnormal behaviour in this scenario, since lying in the hall is not a normal activity, but a possible fall.

Another reason for the model not detecting abnormal behaviour is that abnormal situations need to be trained in decision trees. This means that all possible abnormal scenarios need to be learned a priori. As a result, the finding suggest that decision trees are not the best option for detecting abnormal activities or behaviour.

The model was also tested with the second dataset available (OrdonezB) to verify that the model is able to work with any dataset. The results obtained were similar to the experimental work. Minor mistakes were found in activities performed in the same room.

Possible solutions for improving the model are more research on how to enforce the decision trees to check every single parameter. Another option could be to combine decision trees with another probabilistic method to increase the accuracy of the model.

Finally, HAM would ideally keep the activity history of

![Figure 7. Results](https://doi.org/10.3384/ecp18153222)
the user in order to model the behaviour of the person. For example, if the user has followed the pattern wake up, toileting, grooming, showering and breakfast, the most normal behaviour would be not to repeat any of those activities again within a given frame time.

7 Ethics in Smart Houses

Smart house technology, like any other type of technology, can carry many ethical challenges. Therefore, a separate study has been carried at USN to address this topic. We consider that the ethical aspects are an important part of our research in smart house technology.

Among the main challenges found that smart houses presents are cost-effectiveness, privacy, autonomy, informed consent, dignity, safety, and trust (Sánchez et al., 2017).

These challenges are central to keep in mind when developing a smart house system. Developers need to be aware of these challenges in order to provide a safer and dignified environment for the users. Nevertheless, it is important to acknowledge that smart house systems, at some point, cannot solve all the problems that are related to aging, disabilities and diseases. There are needs that people develop as they age and smart house technology cannot help them any more (Sánchez et al., 2017).

8 Conclusion and Future work

In this study, activity recognition modelling (HAM) is researched. The goal is to find the normal and abnormal behaviour of the person living in a smart house. Decision trees have been used to perform activity recognition because they can predict responses to data. The output from the activity recognition task is used as an input for the modelling task.

The input data for the decision trees learning task are the rooms, duration and position. The responses are the activities. A total accuracy of 88.02% was achieved for activity recognition using decision trees. Thus, decision trees can be a good tool for activity recognition. However, HAM did not meet the expected results.

The reason for this is that decision trees does not enforce to verify every single input variable before calculating a result. Therefore, more research on how to check every variable before estimating a result needs to be studied. Alternatively, combining decision tree algorithm with another probabilistic model could be a possible solution for HAM.

References


Veralia Gabriela Sánchez, Ingrid Taylor, and Pia Cecilie Bing-Jonsson. Ethics of smart house welfare technology for older


Comparison of Simulation Tools to Fit and Predict Performance Data of CO$_2$ Absorption into Monoethanol Amine at CO$_2$ Technology Centre Mongstad (TCM)

Lars Erik Øi$^{1,*}$ Kai Arne Sætre$^1$ Espen Steinseth Hamborg$^2$

$^1$Department of and Process, Energy and Environmental Technology, University College of Southeast Norway  
$^2$CO$_2$ Technology Centre Mongstad DA  

lars.oi@usn.no

Abstract

In this work, several sets of experimental data from the amine based CO$_2$ capture process at CO$_2$ Technology Centre Mongstad (TCM) have been compared with simulations of different equilibrium based models and a rate-based model. The equilibrium models (in Aspen Plus and Aspen HYSYS) were fitted by adjusting the Murphree efficiency for each stage and the rate-based model (in Aspen Plus) was fitted by adjusting the interfacial area factor. Aspen Plus (using the Electrolyte-NRTL model) and Aspen HYSYS (using Kent-Eisenberg and Li-Mather models) gave almost identical results for the capture rate and small deviations for the temperature profiles. There are however deviations both between the measured temperatures at a specified column height and between measured temperatures and the simulated temperatures. Equilibrium based models are less fundamental than rate-based models, but for the conditions in this study, the rate-based models still lack accurate input parameters like the interfacial area. The results from this study show that equilibrium and rate-based models perform equally well in both fitting performance data and in predicting performance at changed conditions.

Keywords: CO$_2$, amine, absorption, simulation

1 Introduction

Developing robust and predictable process simulation tools for CO$_2$ capture is an important step in improving carbon capture technology to reduce man-made carbon emissions. Examples of available process simulation tools for CO$_2$ absorption into amine solutions are the equilibrium based models in Aspen Plus and Aspen HYSYS and the rate-based model in Aspen Plus. Equilibrium based absorption models are based on the assumption of equilibrium at each stage. The model can be extended by introducing a Murphree efficiency (the ratio of the change in mole fraction from a stage to the next divided by the change assuming equilibrium). Rate-based models are based on rate expressions for chemical reactions, mass transfer and heat transfer.

At CO$_2$ Technology Centre Mongstad (TCM) there is an absorption column with a rectangular cross section of 3.55 times 2 meter which is equivalent to a packing diameter of 3 meter, and a packing height up to 24 meter. At TCM, performance tests of CO$_2$ absorption from flue gas into 30 wt-% monoethanol amine (MEA) have been run in 2013 (Thimsen et al., 2014; Hamborg et al., 2014) and in 2015 (Gjernes et al., 2017). Figure 1 shows a simplified process diagram of the amine based CO$_2$ absorption and desorption facility at TCM.

Keywords: CO$_2$, amine, absorption, simulation

Figure 1. Simplified process diagram of the amine based CO$_2$ capture plant at TCM (Thimsen et al., 2014)
A performance test at TCM is normally run at constant conditions for a long period of time to obtain steady state conditions. In this work, the emphasis is on the absorber part of the process. Especially the total CO₂ capture rate (in % of incoming CO₂) in the absorption section and the temperature profile from top to bottom of the absorption section are the evaluated parameters.

The aim of this work is to compare results from simulations with performance data for CO₂ absorption into 30 wt-% MEA at TCM using different simulation tools. In this work, 4 sets of experimental data (scenarios) from the amine based CO₂ capture process at TCM have been compared with simulations of different equilibrium based models and a rate-based model. The work is based on the Master Thesis of Kai Arne Sætre (2016). Some of the results from the Master Thesis were presented as a non-published Poster at the TCCS-9 conference in Trondheim in June 2017. In the original work (Sætre, 2016) the equilibrium models (in Aspen Plus and Aspen HYSYS) were fitted to one specific scenario by adjusting the Murphree efficiency for each stage, and the rate-based model (in Aspen Plus) was fitted to another scenario by adjusting the interfacial area factor. In this work, the Murphree efficiency for each stage was adjusted in the other scenarios to achieve a good fit to the temperature profile. The interfacial area was constant in all the calculations for the rate-based model, and this gave a good fit to the CO₂ capture rate and reasonably good fit to the temperature profile.

2 Available Equilibrium and Kinetic Models

There are several equilibrium models available for the MEA/water/CO₂ system describing the relations between the vapour and liquid phase at equilibrium. Aspen HYSYS has an amine package with the Kent-Eisenberg (1976) and the Li-Mather (1994) equilibrium models. Aspen Plus has an Electrolyte-NRTL equilibrium model which is based on Austgen et al. (1989). The column models in both Aspen HYSYS and Aspen Plus can be specified with Murphree efficiencies.

In the Master Thesis work of Zhu (2015) and Sætre (2016), a Murphree efficiency for each stage (meter of packing) was estimated for a set of TCM data (Hamborg et al., 2014). Zhu (2015) found that a Murphree efficiency fitted to 0.09 for all stages obtained good agreement between measured and simulated CO₂ capture rate. Using different Murphree efficiencies for each stage, it was possible to achieve also good agreement between the measured and simulated temperature profile.

In Aspen Plus, there are several models for heat transfer, mass transfer and kinetics which can be included in a rate-based calculation. A rate-based example file for CO₂ removal using MEA is available with the Aspen Plus program. The parameters in this file are mostly based on the work of Zhang et al. (2009) who fitted Aspen Plus simulations to experimental runs at a CO₂ absorption pilot plant at the University of Texas. The rate-based models used at TCM have been developed during several years, and different models have been used in the Master Thesis works of Larsen (2014), Desvignes (2015) and Sætre (2016).

There have been published very few comparisons between different simulation tools for CO₂ absorption. One reference comparing different simulation programs for CO₂ removal from atmospheric gas is Luo et al. (2009). They tested Aspen RadFrac, ProTreat, ProMax, Aspen RateSep, CHEMASIM from BASF and CO2SIM from SINTEF/NTNU and compared with pilot plant data. They claimed that all models were capable of fitting the capture rate, but the temperature and concentration profiles were less well predicted. Øi (2012) has performed comparisons between the programs Aspen HYSYS and Aspen Plus. He claimed that there were small differences between the tested equilibrium models, and that a rate-based and equilibrium based model with estimated Murphree efficiencies gave similar results.

In literature, different models and tools are mentioned. In this work a simulation tool is meant as a complete collection of models for equilibrium, rate expressions and efficiencies including defined parameter values for all the models. It should be noted that most of the models used are very dependent on the parameter values.

3 Material, Methods and Specifications

3.1 Performance Data from TCM

Performance data for this work have been taken from 4 sets of conditions (scenarios) at TCM. They are from campaigns in 2013 and 2015 for approximately 30 wt-% MEA in water. 24 meter of packing height (the maximum available) was used in these scenarios. These scenarios were all run with anti-foam to avoid operating problems due to foaming. Only the performance of the absorber part of the process was evaluated in this work. The conditions in each scenario are mainly defined by the conditions of the inlet gas stream and the inlet amine stream to the absorption section of the absorption column. The performance test data cover measurements from all the process units in Figure 1. Each of the scenarios were run for several days to obtain measurements for steady state conditions.

The data for the 4 scenarios are listed in Table 1, Table 2, Table 3 and Table 4 (from Sætre, 2016). The data are from scenarios documented in Hamborg (2014) and Gjernes (2017), but some of the data are converted to different units to make them suitable for input to simulation programs.
The 4 scenarios which have been selected in this work are named H14 and 6w from 2013 (Hamborg, 2014) and 2B5 and Goal1 from 2015 (Gjernes, 2017). The names have been used internally at TCM, except the H14 scenario which is based on a temperature profile with mean values from the 4 locations for each packing height of one meter. The 4 scenarios were run with amine concentrations close to 30 wt-% MEA in water. The measured MEA concentrations were 30.0 (H14), 30.4 (6w), 31.6 (2B5) and 32.4 wt-% (Goal1).

Table 1 Scenario H14 experimental input data for process simulations.

<table>
<thead>
<tr>
<th>Input data to the simulations</th>
<th>Amine inlet</th>
<th>Flue gas inlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate [kg/h]</td>
<td>54900</td>
<td>2022</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>36.5</td>
<td>25.0</td>
</tr>
<tr>
<td>MEA [mol%]</td>
<td>10.94</td>
<td>3.7</td>
</tr>
<tr>
<td>H2O [mol%]</td>
<td>86.54</td>
<td>2.95</td>
</tr>
<tr>
<td>CO2 [mol%]</td>
<td>2.52</td>
<td>13.6</td>
</tr>
<tr>
<td>Pressure [bara]</td>
<td>1.0313</td>
<td>1.063</td>
</tr>
</tbody>
</table>

Table 2 Scenario 6w experimental input data for process simulations.

<table>
<thead>
<tr>
<th>Input data to the simulations:</th>
<th>Amine inlet</th>
<th>Flue gas inlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate [kg/h]</td>
<td>54915</td>
<td>2005</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>36.9</td>
<td>25</td>
</tr>
<tr>
<td>MEA [mol%]</td>
<td>11.13</td>
<td>3.57</td>
</tr>
<tr>
<td>H2O [mol%]</td>
<td>86.37</td>
<td>3.0</td>
</tr>
<tr>
<td>CO2 [mol%]</td>
<td>2.5</td>
<td>13.6</td>
</tr>
<tr>
<td>Pressure [bara]</td>
<td>1.0313</td>
<td>79.83</td>
</tr>
</tbody>
</table>

Table 3 Scenario 2B5 experimental input data for process simulations.

<table>
<thead>
<tr>
<th>Input data to the simulations</th>
<th>Amine inlet</th>
<th>Flue gas inlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate [kg/h]</td>
<td>49485</td>
<td>2022</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>36.8</td>
<td>28.2</td>
</tr>
<tr>
<td>MEA [mol%]</td>
<td>11.67</td>
<td>3.57</td>
</tr>
<tr>
<td>H2O [mol%]</td>
<td>85.65</td>
<td>3.7</td>
</tr>
<tr>
<td>CO2 [mol%]</td>
<td>2.68</td>
<td>14.6</td>
</tr>
<tr>
<td>Pressure [bara]</td>
<td>1.0313</td>
<td>78.08</td>
</tr>
</tbody>
</table>

Table 4 Scenario Goal1 experimental input data for process simulations.

<table>
<thead>
<tr>
<th>Input data to the simulations</th>
<th>Amine inlet</th>
<th>Flue gas inlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate [kg/h]</td>
<td>44391</td>
<td>2017</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>28.6</td>
<td>25</td>
</tr>
<tr>
<td>MEA [mol%]</td>
<td>12.04</td>
<td>3.62</td>
</tr>
<tr>
<td>H2O [mol%]</td>
<td>85.19</td>
<td>3.1</td>
</tr>
<tr>
<td>CO2 [mol%]</td>
<td>2.77</td>
<td>14.3</td>
</tr>
<tr>
<td>Pressure [bara]</td>
<td>1.0313</td>
<td>79</td>
</tr>
</tbody>
</table>

The results from the performance data scenarios to be compared with simulations, are the total CO2 capture rate and the temperature profile measured for every meter of the packing. The temperature was measured at different locations for each meter of packing, and the different locations were named A, B, C and D. For the H14 scenario, a mean value for each meter of packing was specified in the temperature profile (Hamborg, 2014).

3.2 Specifications for the Equilibrium Based Simulation Tools

When using Aspen HYSYS version 8.0, the Amine package with the Kent-Eisenberg model was used with non-ideal vapor phase. In the work of Sætre (2016) also the Li-Mather model was used, but the results with the Li-Mather model are not included in this work.

When using Aspen Plus version 8.0, the Electrolyte-NRTL (Non-Random-Two-Liquid) was used. The sample file available from Aspen Plus, was used as the basis for the Aspen Plus simulations.

In the Master Thesis work of Zhu (2015) and in Sætre (2016), a Murphy efficiency for each of the 24 stages (meter of packing) was estimated for the temperature data set (Hamborg 2014). Zhu (2015) found that a Murphy efficiency of 0.09 for all stages gave a good fit to the capture rate. This approach was used by Sætre (2016) in his work, but these results are not presented in this work. Zhu (2015) also found that a linear Murphy efficiency profile gave a better fit to the temperature profile. A Murphy efficiency of 0.23 at the top stage and then reduced linearly to 0.09 for stage 14 and constant equal to 0.01 (close to 0) for the bottom stages fitted the temperature profile very well for the H14 scenario (Zhu, 2015). This Murphy efficiency was used in all the scenarios in the work of Sætre (2016). In this work, this was found to be satisfactory only for the scenarios H14 and Goal1. The capture rate and temperature profile in the scenarios 6w and 2B5 scenarios were found to be well predicted by a linear efficiency profile with $E_M = 0.192$ at the top stage and 0.008 at the bottom. This was specified in this work for 6w and 2B5 in both the Aspen HYSYS and Aspen Plus simulation tool.

3.3 Specifications for the Rate-Based Tool

The specifications in the rate-based Aspen Plus simulation tool at TCM have been developed during several years and different versions have been used (Larsen, 2014; Desvignes, 2015; Sætre 2016). Especially the parameters in the Electrolyte-NRTL model are not the same in all versions. In this work, the parameters in the sample file from Aspen Plus version
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8.0 (Rate_Based_MEA_Model) were used. Most of these specifications are based on the work by Zhang et al. (2009) where Aspen Plus rate-based simulations were fitted to pilot scale experiments of CO₂ absorption at the University of Texas. The specifications for the rate-based model (in the APRB_TCM2016 file) is shown in Table 5.

Table 5. Specifications for the rate-based model in the APRB_TCM2016 file

<table>
<thead>
<tr>
<th>SPECIFICATION</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation type</td>
<td>Rate-based</td>
</tr>
<tr>
<td>Number of stages</td>
<td>50</td>
</tr>
<tr>
<td>Efficiency type</td>
<td>Vaporization efficiencies</td>
</tr>
<tr>
<td>Reaction ID</td>
<td>MEA-NEW</td>
</tr>
<tr>
<td>Holdup</td>
<td>0.0001 stage 1 to 50</td>
</tr>
<tr>
<td>Reaction condition factor</td>
<td>0.9</td>
</tr>
<tr>
<td>Packing type</td>
<td>Koch metal 2x</td>
</tr>
<tr>
<td>Section diameter [m]</td>
<td>3</td>
</tr>
<tr>
<td>Section packed height [m]</td>
<td>24</td>
</tr>
<tr>
<td>Flow model</td>
<td>Countercurrent</td>
</tr>
<tr>
<td>Interfacial area factor</td>
<td>0.55 (0.5 to 1)</td>
</tr>
<tr>
<td>Film Liquid phase</td>
<td>Dsccrn</td>
</tr>
<tr>
<td>Film Vapor phase</td>
<td>Film</td>
</tr>
<tr>
<td>Mass trans eff method</td>
<td>Bravo et al. 1985</td>
</tr>
<tr>
<td>Heat trans eff method</td>
<td>Chilton and Colburn</td>
</tr>
<tr>
<td>Interfacial area method</td>
<td>Bravo et al. 1985</td>
</tr>
<tr>
<td>Holdup method</td>
<td>Bravo et al. 1992</td>
</tr>
<tr>
<td>Add. Discretize points liquid</td>
<td>5</td>
</tr>
</tbody>
</table>

Detailed documentation of the rate-based model can be found in the Aspen Plus program documentation. References to the mass transfer, interfacial area and hold-up models are Rocha et al. (1985) and Rocha et al. (1993), and for the heat transfer coefficient method Chilton and Colburn (1935).

4 Results

4.1 General Results

The results from the simulations are mainly the capture rate and the temperature profile. There are 3 simulation tools used, and no parameters are changed in the simulation tools from scenario to scenario except for the Murphree efficiencies. Simulation results and performance data are compared for each scenario. In general, the simulated capture rate was reasonably close to the measured capture rate for all scenarios except for the Goal1 scenario. Because of that, emphasis is in this work on comparison of temperature profiles.

4.2 Scenario H14

Measured capture rate was 88.5 %. Aspen HYSYS achieved 86.9 %, Aspen Plus equilibrium based 86.9 and Aspen Plus rate-based 88.5 %. Comparison between measured and simulated temperature profile is shown in Figure 2.

Figure 2. Comparison of plant data scenario H14 and simulated temperature profiles.

The deviation is less than 2 °C for the equilibrium models and less than 6 °C for the rate-based model. It must be noted that the Murphree efficiencies in the equilibrium based models were actually fitted to the plant data.

4.3 Scenario 6w

Measured capture rate was 88.5 %. Aspen HYSYS achieved 87.2 %, Aspen Plus equilibrium based 87.5 and Aspen Plus rate-based 86.1 %. Comparison between measured and simulated temperature profile is shown in Figure 3.

Figure 3. Comparison of plant data scenario 6w and simulated temperature profiles.
With the exception of the plant data A and one outlier temperature from plant data C, the deviations between measured and simulated temperatures were less than 3 °C. In this case the Murphree efficiencies were fitted as a linear profile from top to bottom. It must be noted that the interfacial area factor was fitted (to 0.55) for the Aspen Plus rate-based model to fit the capture rate and the temperature profile for this scenario.

4.4 Scenario 2B5

Measured capture rate was 87.2 %. Aspen HYSYS achieved 87.3 %, Aspen Plus equilibrium based 87.5 and Aspen Plus rate-based 86.0 %. Comparison between measured and simulated temperature profile is shown in Figure 4.

![Figure 4. Comparison of plant data scenario 2B5 and simulated temperature profiles.](image)

With the same exception of the plant data A and one temperature from plant data C, the deviations between measured and simulated temperatures were less than 2 °C. Also in this case the linear Murphree efficiency profile gave a good fit to the temperature profile. The equilibrium based temperatures were slightly less than the measured temperatures, while the rate-based temperatures were close to the measured.

4.5 Scenario Goal1

Measured capture rate was 90.1 %. Aspen HYSYS achieved 86.2 %, Aspen Plus equilibrium based 82.7 and Aspen Plus rate-based 78.9 %. This is the only case where there is a significant deviation between performance data and capture rate. The deviation is 4 %-points for the Aspen HYSYS equilibrium based model, 7 %-points for Aspen Plus equilibrium based and 11 %-points for the Aspen Plus rate-based model. Comparison between measured and simulated temperature profile is shown in Figure 5.

The deviations between measured and simulated temperatures were less than 3 °C. The Murphree efficiency profile from Zhu (2015) gave a reasonably good fit for the equilibrium based models with less than 2 °C difference between the models.

![Figure 5. Comparison of plant data scenario Goal1 and simulated temperature profiles.](image)

5 Discussion

There is very little difference in the results from different equilibrium models like Kent-Eisenberg and Electrolyte-NRTL. Sætre (2016) also simulated the 4 scenarios in this work with the Li-Mather model. The Li-Mather and Kent-Eisenberg models gave very similar results, and this has also been experienced earlier (Øi, 2012). There is a difference of approximately 2 °C in the maximum temperature in the upper part of the column between Kent-Eisenberg and Electrolyte-NRTL, but this does not seem to give differences in the removal rate. When simulating the Goal1 scenario, the maximum temperature in the simulation tools were very close to each other.

All the tools are close to similar when it comes to prediction of the total absorption rate. Fitting the models to achieve the measured absorption rate can be performed for one scenario by adjusting the Murphree efficiency for the equilibrium based models or the interfacial area factor for the rate based models. For the equilibrium based models, two sets of Murphree efficiencies were used to achieve reasonable results for all 4 scenarios. The ability to predict performance at other conditions was about the same for the different simulation tools. Luo et al. (2009) have tested Aspen RadFrac, ProTreat, ProMax, Aspen RateSep, CHEMASIM and CO2SIM. As in this work, they concluded that basically all the codes were capable of giving reasonable predictions on overall CO₂ absorption rate.

The figures show that measured temperature profiles and simulated temperature profiles are reasonably close. There are however deviations both between the measured temperatures at different locations at a specified column height and between measured temperatures and the simulated temperatures. It is not obvious that any of the simulation tools predicts the measured temperatures better than the other models.
Some references (Zhang et al., 2009; Larsen, 2014; Desvignes, 2015) have compared also the concentration profiles when comparing performance data and simulation tools. This is not done in this work. In the work of Larsen (2014) the concentration data values were too uncertain to make the comparisons significant because the uncertainty in the measured liquid concentrations were higher than the simulation uncertainties.

It has been claimed (Zhang et al., 2009) that rate-based models are superior to equilibrium based models because the rate-based models are capable of describing more detailed mechanisms. It is however factors and parameters in the rate-based models which are not known, especially specifications for fluid flow, heat transfer and mass transfer conditions in structured packings. A rate-based model has several parameters which can be used to fit the model to performance data. The most reasonable parameter to vary to fit capture efficiency is the interfacial area factor. It could also be possible to divide the column in sections with different interfacial area factors. The ability to predict performance at other conditions is however a difficult challenge. One assumption for the rate-based model is that there is ideal flow in axial direction and perfect mixing in radial direction. The large deviations in temperature measurements at different locations for each meter of packing (location A, B, C and D) indicate that this assumption is optimistic.

It is an important question whether the simulation tools with fitted parameters are able to give a predictable simulation at different conditions. Sætre (2016) tried to predict the capture rate and the temperature profiles for scenarios with 40 wt-% MEA (Desvignes, 2015) with the 3 simulation tools used in this work (which is fitted for 30 wt-% scenarios). The predictions were rather poor.

In this work, only performance data with 24 meter of packing was used. With such a high packing height, the capture rate becomes very high, and will approach equilibrium. This is indicated by the Murphree efficiencies which give the best temperature fit for scenario H14 and Goal1 were almost zero for the lowest stages. There are also available performance data for lower packing heights, e.g. 18 meter (Hamborg, 2014; Gjernes, 2017). When comparing performance data with simulation tools, comparisons using lower packing height would probably give interesting results.

6 Conclusions

It is possible to fit a rate-based model by adjusting the interfacial area factor, and to fit an equilibrium model by adjusting the Murphree efficiency for each stage. Equilibrium based models are less fundamental than rate-based models, but for the conditions in this study, the rate-based models still lack accurate input parameters like the interfacial area. The results from this study show that equilibrium and rate-based models perform equally well in both fitting performance data and in predicting performance at changed conditions. The models with fitted parameters will give a predictable simulation only when there are small changes in the process parameters.
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Abstract

In this paper we present event anticipation and prediction of sensor data in a smart home environment with a limited number of sensors. Data is collected from a real home with one resident. We apply two state-of-the-art Markov-based prediction algorithms — Active LeZi and SPEED — and analyse their performance with respect to a number of parameters, including the size of the training and testing set, the size of the prediction window, and the number of sensors. The model is built based on a training dataset and subsequently tested on a separate test dataset. An accuracy of 75% is achieved when using SPEED while 53% is achieved when using Active LeZi.
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1 Introduction

We present results from the Assisted Living project, an interdisciplinary project that aims to develop assisted living technology (ALT) to support older adults with mild cognitive impairment or dementia (MCI/D) live a safe and independent life at home. The project is carried out by experts in the field of nursing and occupational therapy, ethics, and technology (Zouganeli et al., 2017). MCI and dementia involve cognitive decline, which can affect attention, concentration, memory, comprehension, reasoning, and problem solving. Smart homes can potentially include a number of intelligent functions that can provide valuable support to older adults with MCI/D, such as prompting support e.g. in order to assist or encourage, diagnosis support tools, as well as prediction, anticipation and prevention of hazardous situations. Activity recognition and prediction is a prerequisite and a necessary tool for achieving the majority of these.

We present our first results on prediction of binary sensor data in a smart home environment. Several algorithms have been reported in the literature for this purpose. However, to the extent of our knowledge, such prediction algorithms have not yet been tested in a real home, nor have they been proven to be accurate enough to be implemented in real homes. In addition, there is no comprehensive study comparing the different available algorithms or providing guidelines as to which application areas they are best suited for. In this paper we apply two algorithms on data from a real home, compare their performance, and shed some light regarding their application areas.

2 Related Work

Data prediction algorithms have been extensively researched on in the literature (Wu et al., 2017). Event or activity prediction can for example lead to an improved operation of automation functions (e.g. turn on the heater sufficient time prior to the person arriving at home); facilitate useful prompting systems (e.g. prompt the resident in case the predicted next activity is not performed) (Holder and Cook, 2013); or detect changes/anomalies in certain behaviour patterns (e.g. movement, everyday habits, etc.) and hence assist to indicate the onset or the progress of a condition (Riboni et al., 2016). The Active LeZi (ALZ) algorithm has been extensively applied for prediction on sequential data (Gopalratnam and Cook, 2007). The algorithm was tested on the Mavlab testbed dataset and was shown to achieve a 47% accuracy. Some of the ideas of ALZ have been used in the implementation of a new algorithm, the sequence prediction via enhanced episode discovery (SPEED)(Alam et al., 2012). SPEED was tested on the same dataset as ALZ and achieved an accuracy of 88.3% when the same dataset was used both for training and for testing. These algorithms are based on Markov models, where at any given point in time the next state depends solely on the previous one (Rabiner and Juang, 1986). Hence, the most probable next event can be estimated based on the current state.

Besides probabilistic algorithms, neural networks have also been used for event prediction. A root square mean error (RMSE) of 0.05 using Echo State Network (ESN) and Non-linear Autoregressive Network (NARX) was reported by using a number of input/output configurations (Lotfi et al., 2012; Mahmoud et al., 2013). Other relevant research includes prediction of the time when a certain activity will happen using decision trees (Minor and Cook, 2016) or time series (Moutacalli et al., 2015). Prediction of the next activity as well as the time, location, and day it would occur has also been reported (Nazerfard and Cook, 2015).

In this paper, we use the Active LeZi and SPEED algorithms for the prediction of the next sensor to be activated/deactivated in an event sequence obtained from a real home with one resident.
3 Field Trial

Our field trial involves ten independent one-bedroom apartments within a community care facility for people over 65 years old. Each apartment comprises a bedroom, a living room, open kitchen area, a bathroom, and an entrance hall (Figure 1).

The purpose of the trial and the sensor system to be deployed have been decided upon in close collaboration with the residents (Zouganeli et al., 2017). A minimal number of binary sensors has been deployed in our trial in order to both minimize surveillance of the residents in their private homes, and comply with the technical and economic constraints imposed by the research project this work is a part of. The set of sensors has subsequently been chosen so that it can enable the realization of useful functions for older adults with MCI/D as these were indicated after dialogue cafes with the users (Zouganeli et al., 2017). We chose to include sensors that indicate occupancy patterns (movement around the apartment) and some daily activities like eating/drinking, dressing, sleeping, and leisure activities (reading, watching TV, listening to radio). Hence, the system comprises motion, magnetic, and power sensors. A motion sensor (Pyroelectric/Passive Infrared — PIR) detects motion through the change of the infrared radiation in its field of view. It sends a message ‘1’ when a motion is detected. Magnetic sensors indicate whether doors/windows/drawers are open or closed, by sending messages ‘1’ and ‘0’, respectively. Power sensors measure the electricity usage of a certain appliance, and can therefore indicate whether it is turned on or off, and send messages ‘1’ and ‘0’ respectively. Figure 1 shows a schematic of the apartment. There are 15 sensors installed in total: seven motion sensors (one in each area of the apartment and two over and by the bed to indicate whether the person is in bed); four magnetic sensors (back and entrance doors, wardrobe, and cutlery drawer); and four power sensors on appliances (nightstand lamp, coffee machine, TV, and living room/reading lamp).

The sensors are connected wirelessly through Z-Wave and xComfort protocols to a Raspberry Pi 3, which receives the data and transfers it for storage in a secure server (TSD). The data comprises timestamp (date and time with precision up to seconds), sensor ID, and sensor message (binary) — see example in Table 1.

The sensors are connected wirelessly through Z-Wave and xComfort protocols to a Raspberry Pi 3, which receives the data and transfers it for storage in a secure server (TSD). The data comprises timestamp (date and time with precision up to seconds), sensor ID, and sensor message (binary) — see example in Table 1.

4 Prediction Algorithms

Both ALZ and SPEED translate the data acquired from the sensors into a sequence of letters and identify patterns that occur frequently, so-called contexts. The contexts and their frequency of occurrence are used to generate a tree, which is then used to calculate the next most probable event to occur. This last step is performed by the Prediction Partial Matching algorithm (PPM) (Cleary and Witten, 1984; Cleary et al., 1997). Table 2 presents a possible scenario in a smart home of performed actions by the resident and the corresponding sensors being triggered. For ALZ and SPEED, each sensor is assigned with a letter, as shown in Table 3.

Table 2. Actions scenario.

<table>
<thead>
<tr>
<th>Action performed</th>
<th>Activated sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wake up</td>
<td>PIR bedroom (on)</td>
</tr>
<tr>
<td>Go to living room</td>
<td>PIR living room (on)</td>
</tr>
<tr>
<td>Turn on TV</td>
<td>Power TV (on)</td>
</tr>
<tr>
<td>Go to kitchen</td>
<td>PIR kitchen (on)</td>
</tr>
<tr>
<td>Turn on coffee machine</td>
<td>Power coffee machine (on)</td>
</tr>
<tr>
<td>Go to living room and watch TV while coffee is being made</td>
<td>PIR living room (on)</td>
</tr>
<tr>
<td>Go to kitchen</td>
<td>PIR kitchen (on)</td>
</tr>
<tr>
<td>Turn off coffee machine</td>
<td>Power coffee machine (off)</td>
</tr>
<tr>
<td>Go to living room</td>
<td>PIR living room (on)</td>
</tr>
</tbody>
</table>

4.1 Active LeZi

ALZ is a sequence prediction algorithm based on a text compression algorithm (Gopalratnam and Cook, 2007). The input in ALZ consists of a sequence of lower case letters, where each letter represents event from one sensor. For example, the sequence corresponding to the scenario described in Table 2 would be "abcdebedb". ALZ uses the
The data received from the sensors in the smart home are represented as a sequence of letters, where upper case letters represent a sensor’s "on" event and lower case letters represent a sensor’s "off" event. For the example scenario presented in Table 1, the sequence would be "AaBbCdeFdeBbDeB".

The main idea of the SPEED algorithm is to extract episodes from a sequence of data and derive contexts from them. These contexts are used to generate a decision tree that keeps track of the learned episodes and their frequencies. The height of the tree is the length of the longest episode found in the sequence, defined as the maximum episode length. For every event in a sequence, the algorithm searches for its opposite event in the window and if it exists, an episode was found. In the previous sequence, the first episode found is "Aa", the contexts generated from it would be "A", "a" and "Aa". We keep track of these and count their occurrences to generate an order-k-1 Markov model, where k is the maximum episode length. A tree for the example sequence is presented in Figure 3. Finally, the PPM algorithm is used for prediction.

### 4.3 PPM Algorithm

PPM calculates the probability distribution of each possible event based on a given sequence by taking into consideration the different order Markov models with different weights (Cleary and Witten, 1984; Cleary et al., 1997). The weights are given by the escape probability, which allows the model to go from a higher-order to a lower one. The advantage of PPM is that it assigns a greater weight to the probability calculated in higher-order models if the symbol being predicted is actually found in the tree (Gopalratnam and Cook, 2007). The predicted symbol is the one with the highest probability.

ALZ and SPEED use slightly different strategies of PPM. ALZ uses the exclusion strategy, which means the prediction is performed with the suffixes of the given sequence, except the sequence itself. Therefore, in the case of the sequence "eb", the contexts used to calculate the probability of each letter being the next would be "e" and the null context. Suppose we want to calculate the probability of having an "e" after "eb" using ALZ, based on the tree in Figure 2. The probability would be given by Equation 1: in an order-2 model, the probability of having an "e" after an "e" is 0/2 and we escape to the order-1 with 1/2 probability. In order 1, the probability of having an "e" after a null context is 2/9.

In the case of SPEED, the contexts used for calculating probabilities after a certain sequence would be all the suffixes, including the sequence itself. Suppose we have the sequence "dB". We would use contexts "dB", "d" and the null context. The probability of having a "b" after this sequence based on the tree in Figure 3, would be given by Equation 2: we start in order 2 model, where the probability of having a "b" after "dB" is 1/2 and escape to the lower order with probability 1/2. In order-1, the probability of having a "b" after "d" is 0/4 and we escape to the

### 4.2 SPEED

SPEED is a sequence prediction algorithm that is based on the occurrence of frequent patterns in home environments (Alam et al., 2012). It assumes that human activity is predictable since usually certain patterns are repeated daily. SPEED defines an episode as the sequence between an initial and ending point of an activity. For example, the moment a coffee machine is turned "on" is the initial point of a coffee making episode, which lasts until the coffee machine is turned "off". An "off" event cannot happen unless an "on" event has happened before. Therefore "off" events always happen after an "on" event of the same activity (or sensor), and vice-versa.

### Table 3. Assignment of letters to sensors.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Letter</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIR bedroom</td>
<td>a/A</td>
</tr>
<tr>
<td>PIR living room</td>
<td>b/B</td>
</tr>
<tr>
<td>Power TV</td>
<td>c/C</td>
</tr>
<tr>
<td>PIR kitchen</td>
<td>d/D</td>
</tr>
<tr>
<td>Power coffee machine</td>
<td>e/E</td>
</tr>
</tbody>
</table>

![Figure 2. Tree generated by ALZ from sequence "abcdebdeb".](image)

The idea from the LZ78 text compression algorithm to generate patterns that occur in a sequence and create a tree with these and their frequencies (Ziv and Lempel, 1978).

A given sequence $x_1, x_2, \ldots, x_l$ is parsed into $n_i$ subsequences $w_1, w_2, \ldots, w_{nl}$ such that for all $j > 0$ the prefix of the subsequence $w_j$ is equal to some $w_i$ for $1 < i < j$. For example, if we have the sequence "abcdebdeb", the dictionary would have the following words "a", "b", "c", "d", "e", "bd", "eb". These words correspond to contexts derived from the sequence. ALZ generates more contexts from their suffixes, if possible. For example, "bd" would also generate "d", and "eb" would generate "b". This accounts for contexts that were not perceived by the LZ78 algorithm and that are possibilities in a smart home environment. This increases the convergence rate of the model (Gopalratnam and Cook, 2007).

When the sequence is parsed completely and the contexts are derived from it, their frequency of occurrence is counted. An order-k-1 Markov tree is then constructed based on the contexts and their frequencies, where $k$ corresponds to the longest word found in a training sequence. Then PPM is used to calculate the next most probable event. The generated tree for the example scenario with sequence "abcdebdeb" is shown in Figure 2.

Equation 1: in an order-2 model, the probability of having an "e" after a null context is 2/9.

Equation 2: we start in order-2 model, where the probability of having a "b" after "dB" is 1/2 and escape to the lower order with probability 1/2. In order-1, the probability of having a "b" after "d" is 0/4 and we escape to the...
lower order with probability $2/4$. Finally, in the lowest order, the probability of "b" after a null context is $4/22$.

$$p(e, eb) = \frac{0}{2} + \frac{1}{2} \left( \frac{2}{9} \right) = 0.111 \quad (1)$$

$$p(b, dB) = \frac{1}{2} + \frac{1}{2} \left( \frac{0}{4} + \frac{2}{4} \left( \frac{4}{22} \right) \right) = 0.545 \quad (2)$$

5 Results and Discussions

Data has been collected from the apartment described in section 3 over a period of two weeks. In total, there are 6182 raw sensor events. The data was translated to the format required by ALZ and SPEED, which resulted in 4629 and 9062 events respectively. In the SPEED sequence, we performed noise removal such that "on" events only come after "off" events of the same sensor, or vice-versa. We ended up with 9044 events. In the SPEED algorithm, the next event is predicted based on the last sequence of size equal to the maximum episode length (Alam et al., 2012). Firstly, we reproduced the results using the same dataset and method as reported in that paper (Alam et al., 2012). Subsequently we modified the testing procedure somewhat by calculating the optimal number of last events to base the prediction on, i.e. the window that leads to the maximum overall prediction accuracy, which we refer to as the optimal window. Window sizes up to the maximum episode length are considered.

In order to be able to compare our results to the performance of the same algorithms when they are used on the data from the Mavlab testbed (Alam et al., 2012), we firstly compute the prediction accuracy that is attained when using the same dataset for both the training and the testing, as performed in their work. Figure 4 presents the results when training and testing using the same sequence of $n$ events, where $n = \{100, 200, ..., 2000\}$.

In this test, SPEED had an optimal window of five and ALZ of six events, when the training and testing sets consisted of 2000 events. An accuracy of 82% and 73% is achieved by SPEED and ALZ respectively. Clearly training and testing with the same dataset leads to overfitting. As a result, the apparent accuracy may keep increasing when we increase the dataset size. For a dataset size equal to 700, as in the Mavlab dataset, SPEED and ALZ attain 77% and 73% prediction accuracy respectively when used on our data.

In order to evaluate the actual prediction accuracy of the algorithms, our data is split into a training set, a validation set, and a testing set. The training set is used to construct the tree, the validation set is used to find the optimal window, and the testing set is used to calculate the prediction accuracy.

We first analyse the importance of choosing the optimal window to predict events from. Figure 5 shows the prediction accuracy for different sizes of the window, and for four different sizes of the training dataset when using the SPEED algorithm. Similarly, Figure 6 shows the effect of the window size in the case of the ALZ algorithm. The validation set comprised 1000 events in all cases.

We notice that smaller window sizes (1-4 events) provide better accuracy, for both algorithms. The accuracy deteriorates very quickly with increasing window size. This behaviour is as expected in particular for a setup with a small number of sensors, since long sequences of events are not bound to be repeated frequently. In the case of SPEED, for example, bathroom activities would be maximum two-events long ("on-off" bathroom motion sensor). These graphs are in addition a manifestation of the fact...
that SPEED creates a tree of much longer height than ALZ does. The tree height corresponds to the longest episode in SPEED, whereas in ALZ it corresponds to the longest context. This is evident from Figures 3 and 2 where the respective trees are shown for the same example scenario.

Once the optimal window was calculated from a validation set of 1000 events, we computed the accuracy for different number of training events. We trained the algorithms with a number of events \( i = \{100, 200, 300, ..., 2000\} \). The prediction accuracy was computed based on a testing set of 1500 events. Figure 7 shows the results for both SPEED and ALZ.

SPEED achieved an accuracy of 75% and ALZ an accuracy of 53%, with optimal windows of two and one respectively. We observe that this maximum accuracy is achieved with SPEED for training sets larger than about 800 events, while ALZ reaches a maximum accuracy for a training set of 300 events or more. Hence, ALZ converges to its maximum accuracy faster than SPEED, however, it achieves a much poorer prediction accuracy than SPEED.

Using a larger number of events for the training does not increase the accuracy significantly for neither of the algorithms.

At this point, we can associate some of these results to the trees generated for both algorithms for the example scenario in sections 4.1 and 4.2. The height of the tree is significantly larger in SPEED for the same performed actions. It can also be noted from Figure 3 that SPEED collects a significantly higher number of contexts and frequencies, which may be the reason why SPEED leads to better accuracy.

In the following we examine the dependence of the prediction accuracy on the size of test dataset. Figure 8 shows the prediction accuracy attained by SPEED as a function of the size of the testing dataset for different sizes of the training dataset. Figure 9 shows the same results for ALZ.

In the case of SPEED, the prediction accuracy is quite variable for a test dataset of up to about 250 events due to the small number of predicted events. The maximum accuracy is achieved for test set sizes larger than about 500 events when the training is performed based on a set with 500, 1000 and 2000 events. This confirms that the algorithm is quite robust. ALZ shows similar behaviour and achieves its maximum prediction accuracy for test datasets larger than about 200 events.
A last test was performed to reveal the dependence of the prediction accuracy on the number and type of sensors. Four alternatives were investigated based on our current data: all sensors (15), only PIR sensors (7), only PIR and magnetic sensors (11), and only PIR and power sensors (11). The last two sets have the same number of sensors, however, magnetic and power sensors can affect accuracy differently. The results are shown in Figure 10 for SPEED and Figure 11 for ALZ.

Both algorithms show relatively good robustness with respect to the number of sensors. The accuracy is not significantly dependent upon the number of sensors in the dataset, in most of the cases. A clear exception is the case when only PIRs are used for prediction using SPEED. The prediction accuracy is very poor in this case. Note that in this case the tree created by SPEED will have a maximum length of two. On the other hand, ALZ is better suited to such cases where events are not highly interweaved. When SPEED is used the remaining sensor sets achieved a prediction accuracy that is similar to that achieved by the full set of sensors. The alternative where the power sensors are not included provides slightly better results indicating that events related to appliances are more difficult to predict.

In the case of ALZ, the best accuracy is achieved when fewer sensors are used. This is a result of the fact that the average probability of occurrence for each event increases when the number of possible events decreases. The prediction accuracy of events that involve magnetic sensors is relatively high as doors and drawers are often closed right after they have been opened, thus making this a relatively easy pattern to predict. On the other hand, power sensors can occur somewhat randomly with many other events happening in between, thus making the prediction of the associated events more inaccurate.

### 6 Conclusions and Future Work

Activity recognition and prediction in a smart home environment with binary sensors has received a lot of attention in recent years. Most of the reported work is carried out in testbeds and lab environments where users are often asked to execute pre-scripted activities. Such smart-home testbeds typically include a quite large number of sensors, e.g. the CASAS testbed utilized around 50 sensors (Gopalratnam and Cook, 2007).

In this paper we have presented preliminary results on event prediction based on data from a real home collected using just 15 binary sensors. We have used two prediction algorithms, ALZ and SPEED, to predict the next sensor event in a sequence. To the extent of our knowledge, this is the first time these algorithms are used on a dataset obtained from a real home. We compare the prediction accuracy of the two models and examine the dependence of their performance on a number of parameters — the size of the training dataset, the size of the testing dataset, and the
size of the window used for the prediction. We reached an accuracy of 75% with SPEED and 53% with ALZ when training with a dataset of 2000 events and testing on a separate dataset of 1500 events. Increasing the number of events in either the training or the testing dataset, did not improve the attained accuracy. In addition, we examined the dependence of the prediction accuracy on the number of sensors for both algorithms. Our results show that robust prediction accuracy can be attained by a relatively low number of sensors.

However, a much higher prediction accuracy is required before such algorithms are applicable to real homes. Future work will include the time component in order to improve the accuracy of our models as this has been indicated to lead to a considerable improvement (Marufuzzaman et al., 2015).
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Abstract

Output-Error (OE) System Identification is used to estimate the nonlinear behavior of an activated sludge process (ASP) in a Wastewater Treatment Plant (WWTP). The aim is to identify dynamic models to reproduce the effect of different plant dynamics. How the dissolved oxygen concentration of the aerobic tank affect the effluent ammonia concentration and how the internal recirculation affect the nitrate concentration of the anoxic tank is studied. The best fit of the model is estimated by varying the model order through a trial-and-error approach. Three different scenarios are investigated: one Single-Input-Single-Output (SISO) and two Multiple-Input-Multiple-Output (MIMO) structures. In the SISO scenario only the oxygen to the effluent ammonia dynamics is investigated. Then for both the MIMO scenarios the internal recirculation to nitrate concentration dynamics in the anoxic tank is included and in the last scenario the influent flow rate is also included. The approach is evaluated using the Benchmark Simulation Model no.1 (BSM1).

Keywords: Benchmark Simulation Model No. 1, Model Predictive Control, Output Error Model, System Identification.

1 Introduction

The activated sludge process (ASP) in a wastewater treatment plant (WWTP) are large non-linear systems subject to perturbations and uncertainty in the influent composition. However, these process should operate continuously and following strict effluent regulations.

From the point of view of control, a system identification of the process is important, mainly because it will improve the control performance of the process, which is typically formed by PI controllers. Another reason is that the system identification can be used to carry out stability analysis of the closed-loop system (Chistiakova et al., 2017).

The system identification involves defining a model structure, mainly a black-box model, where the model parameters are adjusted to fit the data and do not reflect physical consideration Ljung (1999). These models involve a model-order definition with adjustable parameters. The definition of such a model order is still empirical. Typically, a certain model order is assumed, see for example Chistiakova et al. (2017) where an Output-Error (OE) model and nonlinear models were estimated, Ekman (2008) where a bilinear model is estimated and Vrečko et al. (2004) where a state-space model is estimated, those cases used an ASP as case study.

The aim of this work is to present a way to get an appropriate model-order in a system identification of the process. For the system identification, an OE model is used. An ASP was used case study using data from the Benchmark Simulation Model no.1 (BSM1) (Alex et al., 2008).

2 The Benchmark Simulation Model

2.1 Description

Data from BSM1 is used for system identification, see the model layout in Figure 1. The BSM1 is a platform that defines a conventional ASP, and includes a simulation model, plant layout, default control systems, performance criteria and test procedures. The plant layout of the BSM1 is formed by a five-compartments ASP, consisting of two anoxic tanks followed by three aerobic tanks and a settler.

The process model is based on the Activated Sludge Model No. 1 (ASM1) (Henze et al., 1987) for the ASP compartments and the Takács model (Takács et al., 1991) for the secondary settler. The BSM1 kinetics and stoichiometric parameter values were kept as default.

The BSM1 includes a constant and a dynamic influent. The constant influent (150 days) was used for the system identification of the SISO case and the MIMO case without influent flow rate, whereas the dynamic influent (14 days) was used for the case MIMO* where influent flow rate is also considered.
The BSM1 includes two default control loops. One control loop is formed by a PI controller that controls the dissolved oxygen (DO) concentration in the last aerobic tank via air flow rate regulation which is shown in Figure 1 as a valve controlling the incoming air to the blowers. The other control loop is also formed by a PI controller which deals with the control of the nitrate concentration in the last anoxic tank via the internal recirculation flow rate. The sampling time was 15 minutes. The dry weather scenario was used as dynamic influence.

2.2 Case studies

Three different structures were studied for system identification. One structure (referred as SISO case) considers only the DO set-point in the last aerated tank \((S_{O2}^{sp})\) as input signal, whereas the effluent ammonia concentration \((S_{NH,eff})\) was used as output signal. The DO was modified from the default constant value of 2 mg/l to a range between 0.8 and 2.4 mg/l with a minimum step-interval of change of set-point set to 100 time-steps.

The other structure (referred as MIMO case) includes the input/output signals of SISO with the addition of the effect of the internal recirculation \((Q_{int})\) in the nitrate concentration of the second anoxic tank \((S_{NO2})\).

The last structure (referred as MIMO* case) is the MIMO case including the effect of the influent flow rate \((Q_{in})\). Here the minimum step-interval is also changed to 10 time-steps because of the lower total simulation time.

3 Method

3.1 System Identification

The structure of the model includes a linear OE model (Ljung, 1999), given as follows

\[
\hat{y}(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t - nk) + e(t),
\]

(1)

where \(\hat{y}(t)\) is the output signal of the OE model, \(u(t)\) is the input signal, \(e(t)\) is the error, \(nk\) is a time delay. \(B\) and \(F\) have the form

\[
B(q^{-1}) = b_1 + b_2 q^{-1} + \cdots + b_nb^{-nb+1}, \quad \text{(2)}
\]

\[
F(q^{-1}) = 1 + f_1 q^{-1} + \cdots + f_{nf} q^{-nf}, \quad \text{(3)}
\]

which are polynomials in the backward shift operator \(q^{-1}\) (i.e. \(q^{-1} x(k) = x(k - i)\)), where \(b_i(i = 1, \ldots, nb)\) and \(f_i(i = 1, \ldots, nf)\) are unknown parameters, \(nb\) and \(nf\) are the orders of the OE model.

Part of the system identification involves generating input signals and measurable outputs. The input signals were generated by multiplying a pseudo-random binary sequence (PRBS) with a uniformly distributed random factor. This gives a sequence where each constant value is multiplied with a uniformly distributed amplitude (Wigren, 2003). Figure 2 shows an example of data used for system identification in the MIMO case.

![Figure 2. Input signals \((S_{O2}^{sp}, Q_{in})\) and output signals \((S_{NH,eff}, S_{NO2})\) used for system identification in MIMO case.](https://doi.org/10.3384/ecp18153243)

Multiple simulations are done and for each simulation multiple linear models are estimated by varying the order of the \(B\) and \(F\) polynomials (cf. (2)-(3)).

3.2 Model selection

The Akaike Information Criterion (AIC) (Akaike, 1974) is a way to compare and obtain a good model order. The AIC takes into account the number of parameters and the size of the data set in the following way

\[
AIC = \log \left( \frac{1}{N} \sum_{i=1}^{N} e_i^2 \right) + \frac{2n_p}{N}, \quad \text{(4)}
\]

where \(e\) is the error between the estimated model and the BSM1 model, \(n_p\) is the number of estimated parameters, and \(N\) is the size of the estimation data set.

In this work, the small sample-size corrected Akaike’s Information Criterion (AICC) has been used, since it was especially developed for regression and autoregressive time series models (Hurvich and Tsai, 1989). The AICC is defined as follows

\[
AICC = AIC + \frac{2n_p(n_p + 1)}{N - n_p - 1}, \quad \text{(5)}
\]

See in (5) that the number of estimated parameters is more relevant than the size of the data set. A model with the lowest AICC is expected to be the model that better describes the data with the minimal number of parameters. The same principle applies to the AIC value.

3.3 Model validation

Since each set of input sequence gives a particular best model, the overall best model is obtained by checking how well the particular best models fit the other set of data, i.e. the model are cross validated with the different validation data. This cross validation is quantified using the Fit measure, which is the normalized root mean square error fitness value, defined as

\[
Fit = 100 \times \left( 1 - \frac{\|y - \hat{y}\|}{\|y - \bar{y}\|} \right), \quad \text{(6)}
\]
where $y$ is the output of the validation data, $\hat{y}$ is the output given by the estimated model, and $\bar{y}$ is the mean value of the validation data.

The full system identification and model validation process is shown in Figure 3. See that once one simulation is completed, the Input/Output data obtained is used to estimate an OE model in a loop where the orders of the OE model are varied up to a predefined maximum model order $M$. The best OE model is determined by the $AICc$ value. This process is repeated for a new simulation. Finally, the best model from each simulation is cross-validated against the input and output data from each of the other simulations to determine which OE-model that has the best average Fit value against every simulation made.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** System identification process. A simulation is done and the data from this is collected and used to estimate a model. During model estimation different model orders are tried and each model is evaluated based on the $AICc$ value. Multiple similar simulations are then done and the best model from each simulation is validated against input and output data from other simulations.

The BSM1 was simulated using the Matlab/Simulink® platform, version R2017a. Matlab was also used to estimate the coefficients of the OE-model running the `oe` command with default parameter settings.

### 4 Results

The best SISO case was estimated by running $i = 100$ cross-realizations of input-output data with model order $M = 10$. Figure 4(a) shows how good the input-output data fit for each of the different cross-fit realizations applied to the SISO case. In the boxplots, the median value is represented by a red line, the edges of the box are the 25th and 75th percentile, the end of the lines are the extreme points that the algorithm consider not to be outliers and outliers are plotted as a red ‘+’ sign. The best model order obtained was an OE(6,10,1) from trial 93, which gave an average fit of 71.4% with the following coefficients:

$$
\begin{align*}
B(q^{-1}) &= -0.133q^{-1} + 0.429q^{-2} - 0.545q^{-3} + 0.371q^{-4} - 0.156q^{-5} + 0.034q^{-6}, \\
F(q^{-1}) &= 1 - 3.556q^{-1} + 5.154q^{-2} - 4.172q^{-3} + 2.216q^{-4} - 0.686q^{-5} - 0.17q^{-6} \\
&\quad + 0.601q^{-7} - 0.768q^{-8} + 0.523q^{-9} - 0.142q^{-10}.
\end{align*}
$$

The same procedure was applied for the MIMO case. In this case, $i = 10$ and $M = 3$ which is lower than the SISO case due to the increasing processing time. Figure 4(b)-(c) show how good the input-output data fit for each of the different cross-fit realizations applied to the MIMO case. The best model order obtained was from trial 2, which gave a sum average fit of 65.2% and has the following form:

$$
OE\left(\begin{bmatrix} 3 & 3 \\ 2 & 3 \\ 1 & 3 & 1 & 1 & 1 & 1 \end{bmatrix}\right).
$$

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Boxplot of cross-validation for several trials in the SISO, MIMO and MIMO* cases. (a) SISO case, (b)-(c) Output $S_{NH,eff}$ and $S_{NO,2}$ of MIMO case, (d)-(e) Output $S_{NH,eff}$ and $S_{NO,2}$ of MIMO* case. Red line is the median value, the edges of the box are the 25th and 75th percentile, the end of the lines are the extreme points that the algorithm consider not to be outliers and outliers are plotted as a red ‘+’ sign.
with the coefficients for $\hat{y}_1(t)$ ($S_{NH,eff}$):
\[
\begin{align*}
B_1(q^{-1}) &= -0.1197q^{-1} - 0.04353q^{-2} + 0.1633q^{-3}, \\
B_2(q^{-1}) &= 2.767 \times 10^{-5}q^{-1} - 5.52 \times 10^{-5}q^{-2} \\
&\quad + 2.754 \times 10^{-5}q^{-3}, \\
F_1(q^{-1}) &= 1 - 0.9046q^{-1} - 0.2211q^{-2} + 0.1258q^{-3}, \\
F_2(q^{-1}) &= 1 - 2.482q^{-1} + 2.021q^{-2} - 0.5382q^{-3}.
\end{align*}
\]
(8)

and for $\hat{y}_2(t)$ ($S_{NO,2}$):
\[
\begin{align*}
B_1(q^{-1}) &= -0.1747q^{-1} + 0.1817q^{-2} \\
B_2(q^{-1}) &= 4.156 \times 10^{-5}q^{-1} - 8.21 \times 10^{-5}q^{-2} \\
&\quad + 4.054 \times 10^{-5}q^{-3}, \\
F_1(q^{-1}) &= 1 - 0.9173q^{-1}, \\
F_2(q^{-1}) &= 1 - 2.601q^{-1} + 2.213q^{-2} - 0.6124q^{-3}.
\end{align*}
\]
(9)

The same procedure was applied for the MIMO* case with influent flow rate. In this case, $i = 10$ and $M = 2$ which is even lower than the MIMO case due to the further increase of processing time. Figure 4(d)-(e) show how good the input-output data fit for each of the different cross-fit realizations applied to the MIMO* case. The best model order obtained was from trial 2, which gave a sum average fit of 58.5% and has the following form:
\[
OE\left(\begin{bmatrix} 2 & 2 & 2 \\ 1 & 2 & 1 \end{bmatrix}, \begin{bmatrix} [1 & 2 & 2] & [1 & 1 & 1] \end{bmatrix}\right),
\]
with the coefficients for $\hat{y}_1(t)$ ($S_{NH,eff}$):
\[
\begin{align*}
B_1(q^{-1}) &= -0.5266q^{-1} + 0.4534q^{-2}, \\
B_2(q^{-1}) &= 1.513 \times 10^{-5}q^{-1} - 1.54 \times 10^{-5}q^{-2}, \\
B_3(q^{-1}) &= -3.791 \times 10^{-5}q^{-1} + 5.487 \times 10^{-5}q^{-2}, \\
F_1(q^{-1}) &= 1 - 0.9664q^{-1}, \\
F_2(q^{-1}) &= 1 - 1.614q^{-1} + 0.6388q^{-2}, \\
F_3(q^{-1}) &= 1 - 1.768q^{-1} + 0.8218q^{-2},
\end{align*}
\]
(10)

and for $\hat{y}_2(t)$ ($S_{NO,2}$):
\[
\begin{align*}
B_1(q^{-1}) &= 0.0091q^{-1}, \\
B_2(q^{-1}) &= 2.735 \times 10^{-5}q^{-1} + 2.898 \times 10^{-6}q^{-2}, \\
B_3(q^{-1}) &= -4.192 \times 10^{-5}q^{-1}, \\
F_1(q^{-1}) &= 1 - 0.9977q^{-1}, \\
F_2(q^{-1}) &= 1 - 0.7495q^{-1}, \\
F_3(q^{-1}) &= 1 - 0.889q^{-1}.
\end{align*}
\]
(11)

In figure 5(a)-(e) each of the best models is validated against a new simulation. For SISO and MIMO validation, new random sequences are generated for the constant influent scenario, whereas for MIMO* validation new random sequences are generated for the dry influent scenario.

5 Discussions

When more input and output variables are added to the model the complexity increase and the fit goes down. But since more data is considered and being taken into account in these more complex models, they should also be able to handle variations and changes of the data better. The more complex models could also be further improved by increasing the order of the models if higher processing power or more time was used for the system identification process. Another possibility would be to find correlations between the input variables to the OE model estimator namely $nb$ and $nf$ which could eliminate the need to try different orders of some variables and thus the time required to estimate the model. It would also be possible to have varying order of the different inputs variables since some of the output coefficients are very low while others are higher.

A potential use of system identification is from Model Predictive Control (MPC). Usually, the controllers installed in an ASP are based on a proportional-integral (PI) controllers which regulates the air flow rate in the aeration tanks using the feedback from the effluent ammonia concentration. MPC could enhance the response of a given process since it deals with multivariate constrained control problems in an optimal way. MPC has already been tested in ASP models with good results, see for example Foscoliano et al. (2016); Mulas et al. (2015).

The design of MPC involves a system identification of
the process, where the aim is to achieve a good model of the process in order to get a good control design (Foscoliano et al., 2016). Empirical models have been used for performing the system identification of ASPs, where a pre-defined model order is assumed, see some examples in Vrečko et al. (2004). System identification of simplified ASPs has been carried out by Chistiakova et al. (2017), dealing with linear and non-linear models.

Future studies will be to analyze how well the selected models work as models for MPC and how the fit of the models affects the MPC performance.

Another aspect to consider is different MIMO structures. For example, considering the effluent nitrate concentration. This might require a non-linear system identification of the process.

6 Conclusions

An OE model was used as a black-box model that would describe the input to output relationship of an ASP. A model with a good fit against several scenarios could be obtained by using the rather simple approach of calculating an OE model from input-output data and then cross-validate this model against several similar trials. A model for a SISO scenario could be calculated without much effort to a high model order, whereas the computation time using this method increases fast as the number of input and output variables increase. To reduce the computation time it was required to reduce the cross-validation trials and/or reduce the maximum order of the model which has a negative impact of the fit between the obtained model and the data. Some other black-box models would be investigated, however they might increase the number of parameters to identify.
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Abstract
Despite several advantages of a gas distributor, there are also some challenges in its application. Using a gas distributor increases the fluidizing gas compression cost. Due to deposition of fine particles and product of chemical corrosion, the gas flow area across a distributor may also be reduced. This paper investigates the distribution of solids in a fluidized bed operated without a gas distributor. The gas supply is through two opposite points on the column wall. In this bed configuration, the fluidized bed behaviour simulated using the CPFD (Computational Particle-Fluid dynamics) Barracuda code is compared with an equivalent system where a uniform gas distribution is assumed. For different powders with mean size 480 – 710 µm, the results show that the axial distribution of pressure fluctuation in both types of bed configurations are similar, particularly near the bottom of the bed. The relative solid fraction fluctuation is lower than 0.2 around the central axis and it spans over 21 – 83% and 41 – 65% of the bed diameter, respectively. These results therefore show that stable bubbling behaviour and good distribution of solids can also be achieved in a bed operated without any distributor.

Keywords: Gas distributor, CPFD Barracuda, Fluidized bed, Pressure fluctuation, Solids fraction

1 Introduction
A gas distributor is usually used in fluidized bed operations. There are different types of gas distributors including porous plates, perforated plates and tuyere nozzles (Paiva et al., 2004; Kunii and Levenspiel, 1991). A gas distributor helps to ensure uniform gas distribution to achieve a stable operation. However, due to pressure drop across the distributor, gas-pumping cost through a fluidized bed can be high in operation. In chemical reactors, the gas passage (pores for porous plate or holes for perforated plate) can be clogged by fine particles, products of corrosion or sintered particles.

In addition, gas distributor design influences the performance of a fluidized bed. The selection of a suitable distributor usually depends on the operation and particle size group (Kunii and Levenspiel, 1991). For a stable operation, Zuiderweg (1967) proposed that a ratio for a distributor pressure drop to the overall pressure drop can be selected from the range 0.2 – 0.4. Different literatures (Sobrino et al., 2009; Paiva et al., 2009) have investigated the effect of a distributor on a fluidized bed behaviour. Although, some studies employ larger particles at the bottom of a bed as a gas distributor, no available literature has described the performance of a bed without a gas distributor. The aim of this study is to investigate the distribution of solids in a fluidized bed operated without a gas distributor.

The behaviour of a bed without a distributor has been studied in a set of experiments conducted with three different particles with mean size in the range 480 – 710 µm. The pressure drop along the bed and axial distribution of relative pressure drop fluctuations for a system without any gas distributor are compared with those obtained from an equivalent bed fitted with a porous distributor plate. The results are briefly presented in this paper. The bed behaviour at the lower part of the bed was not investigated due to lack of experimental data. In this study, further investigation into the bed behaviour is carried out using the CPFD (Computation Particle-Fluid Dynamics) codes. This study therefore presents the simulated distribution of pressure fluctuation along a bed and distribution of solids fluctuation across the fluidized bed operated without a gas distributor. The results are compared with the simulated results for an equivalent system where a uniformly distributed gas flow is applied at entrance of the bed.

2 Materials and Methods

2.1 Experimental
Table 1 shows the properties of the particles and the minimum fluidization velocities obtained from the two different bed configurations. The experiments were performed in an 8.4 cm diameter cylindrical column and height 1.4 m with pressure sensors fitted at different locations along the column axis.

As can be seen in Table 1, the minimum fluidization velocity in both cases are very close for each of the
Table 1. Bed properties for different particles with the associated range of superficial air velocity.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sieve size range (µm)</th>
<th>Mean particle diameter (µm)</th>
<th>Density (kg/m³)</th>
<th>Initial bed solids fraction (-)</th>
<th>( U_{mf} ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>With plate</td>
<td>Without plate</td>
</tr>
<tr>
<td>Limestone</td>
<td>450 - 1100</td>
<td>701</td>
<td>2837</td>
<td>0.478</td>
<td>0.382</td>
</tr>
<tr>
<td>Sand</td>
<td>400 - 1000</td>
<td>685</td>
<td>2650</td>
<td>0.544</td>
<td>0.320</td>
</tr>
<tr>
<td>Sand</td>
<td>100 - 700</td>
<td>484</td>
<td>2650</td>
<td>0.545</td>
<td>0.172</td>
</tr>
</tbody>
</table>

Figure 1. Experimental data (a) pressure drop ratio between a bed with porous plate and without any plate (b) axial distribution of pressure fluctuation comparing two bed cases.

\( \Delta p/L \) plate/\( \Delta p/L \) No plate < 1

\( \epsilon_g \) is the volume fraction of the solid phase. The momentum balance in the gas phase is described by

\[
\frac{\partial (\epsilon_g \rho g u)}{\partial t} + \nabla (\epsilon_g \rho g u \cdot u) = -\nabla p_g - f_d + \epsilon_g \rho g g + \nabla \cdot \epsilon_g \tau_g
\]

\( \tau_g \) is the gas shear tensor and \( g(0,0,-g) \) is the acceleration due to gravity. The momentum exchange rate per unit volume \( f_d \) between the fluid and the individual particle can be obtained from

\[
f_d = \iint f m (\beta (u - v) - \frac{1}{\rho_s} \nabla p_g) \, dm \, dv.
\]

For the solids phase, the momentum balance is based on the Lagrangian approach such that particles of similar
Table 2. Simulation parameters for the CPFD models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>With plate</th>
<th>Without plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ (K)</td>
<td>Operating temperature</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>$\rho$ (kg/m$^3$)</td>
<td>Air density</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$h_0$ (m)</td>
<td>Initial air flow</td>
<td>0.450</td>
<td>0.485</td>
</tr>
<tr>
<td>$\varepsilon_{s0}$ (-)</td>
<td>Initial solids volume fraction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_p$</td>
<td>Particle size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_{s,max}$ (-)</td>
<td>Close pack solids volume fraction</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>Grid</td>
<td>Rectangular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta t$ (s)</td>
<td>Time step</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$t_{sim}$ (s)</td>
<td>Total simulation time</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

properties are grouped together and the group is treated as one particle. The grouping of particles is made on the basis of their sizes, densities and shapes. The individual particle in each group is assumed to be located at position $x_s(x_s, y_s, z_s)$, where $x_s$, $y_s$ and $z_s$ are the position coordinate of the particle. The motion of the particles is described as in Eqs (5) and (6).

$$\frac{d\mathbf{v}}{dt} + \nabla(\varepsilon_g \rho_g \mathbf{u} \cdot \mathbf{u}) = \beta(\mathbf{u} - \mathbf{v}) - \frac{1}{\rho_s} \nabla p_s + \mathbf{g} - \frac{1}{\varepsilon_s \rho_s} \nabla \tau_s,$$  \hspace{1cm} (5)

$$\frac{dx_s}{dt} = \mathbf{v},$$  \hspace{1cm} (6)

Here, $\mathbf{v}(v_x, v_y, v_z)$ is the solids velocity in the bed, $\beta$ is the interphase drag coefficient and $\tau_s$ is the interparticle normal stress. The detailed descriptions of the CPFD model and its numerical scheme can be found elsewhere (Chen et al., 2013).

In the fluid-particle system, the drag model greatly influences the accuracy of the CFD simulation results. Several drag models can be found in the literature (Wen and Yu, 1966; Gibilaro et al., 1985; Gidaspow, 1994), and a number of these are included in the drag model library of the Barracuda software.

The CPFD model is simulated using the commercial software supplied by the Barracuda AS. The simulations are based on the two different geometries shown in Figure 2 for the two cases described in section 3. In the case with a distributor plate, the fluid flow at the inlet boundary is defined at the bottom of the column. The air velocity at the downstream of the distributor is assumed uniform across the cross-section of the bed. The pressure drop across the distributor and its influence on the hydrodynamic of the bed at different air velocities are not considered in this simulation. For the case without a distributor, the inlet airflow rate is defined at the two opposite sides of the column wall as shown in Figure 2(b).

3 Results and discussions

Fluctuation of fluid pressure along a bed height and radial distribution of solid particles in a fluidized bed are simulated using the CPFD Barracuda code. With these simulated results, the behaviour of a bed operated
without any gas distributor is compared with its equivalent system operated with a gas distributor. These two different bed configurations are referred to as Case A and Case B, respectively in this discussion. For Case A, gas is introduced as a jet at two opposite sides of the computational domain as shown in Figure 2, and for Case B, a uniform gas flow distribution is introduced from the bottom.

Figure 3 shows the pressure drop per unit length simulated from the CPFD code for a bed of 685 µm sand particles at different gas velocities. Comparing with the experimental data, the results show that the code predicts the bed behaviour with a good accuracy. The trend of the pressure drop simulated agrees well with the overall pressure drop measured at plenum side of the experimental set up. For estimating the minimum fluidization velocity at the point of maximum pressure drop, the simulated result is compared with the pressure drop profile obtained in the middle of the bed. As can be seen, the simulated minimum fluidization velocity 0.33 m/s agrees very well with the experimental value 0.32 m/s.

Figure 3. Variation of pressure drop with superficial air velocity in the bed of 685 µm sand particles, comparing the simulated with the experimental results at increasing gas flow rate.

3.1 Axial distribution of relative pressure fluctuation

Pressure fluctuation in a fluidized bed is mainly due to rising of bubbles in the bed (Bi, 1994). With an increase in the gas velocity, the fluctuation of pressure drop in a bed increases due to an increase in bubble size. Figure 4 shows the distribution of pressure fluctuation (computed as the standard deviation of the absolute pressure measured over a period) along the vertical axis in a bed of 685 µm sand particles. This result shows that the pressure fluctuation decreases along the bed height at a given gas velocity. The decreasing value in the pressure fluctuation is associated with a decrease in the fluid pressure up the bed height. The result also shows that the trend of the simulated pressure fluctuation using the CPFD code agrees with that of the experiment, although quantitatively, there is a significant difference. Within the dense region of the bed, both results show that the fluctuation is slightly constant but decreases rapidly above this region. This also indicates that the fluid pressure fluctuation can be associated with the movement of bulk of particles in a fluidized bed.

![Figure 4. Distribution of absolute pressure fluctuation along the bed height for 685 µm sand particles at \(U_0=0.481\) m/s.](https://doi.org/10.3384/ecp18153248)

However, Figure 4 shows that the absolute pressure fluctuation is more or less chaotic along the bed height due to uneven distribution of bubble activities (coalescence and splitting). With this chaotic behaviour, it will be difficult to compare the hydrodynamics of a bed in the two cases A and B. It can also be seen that the bed fluctuation associated with bubble rise is hidden. Bubbles often grow in size as they rise up a bed. Large bubbles carry significant amount of solid particles in their wakes and when they erupt near the surface of the bed, it results in a relatively higher bed fluctuation. Hence, normalizing the pressure fluctuation with the average fluid pressure will be a good tool for comparing bed behaviour in different fluidized bed systems of the same particle properties. Here, the normalized pressure fluctuation is referred to as the relative pressure fluctuation.

Figure 5 compares the relative pressure fluctuation simulated along the bed height for the two cases. As can be seen, the curve of relative pressure fluctuation increases smoothly along the bed. The relative fluctuation is higher in case B than in case A for both powders: 685 µm and 484 µm sand particles. A higher relative pressure fluctuation indicates a flow of a larger bubble volume. Comparing case A with B, the results in Figure 5 agree with the behaviour obtained in the experiment as shown in Figure 1. Closer to the surface of the bed, the fluctuations are much larger in case B (with plate) than in case A (without plate).

Moreover, similar to case B, Figure 5 shows that the pressure fluctuations in case A decrease smoothly along
the negative bed axis, which shows that the behaviour at the lower part of the bed without a distributor is as stable as that operated with a gas distributor.

### 3.2 Radial distribution of solids fraction and axial velocity

Figure 6 shows the radial distribution of the relative solids fraction fluctuation obtained in the middle \((h = 22.5 \text{ cm})\) of the bed for both cases A and B. The relative solid fraction fluctuation measures the degree of solid movement, and thus the solids mixing across a bed. Similar to the relative pressure fluctuation, the relative solid fraction fluctuation is obtained by diving the standard deviation by the average solid fraction at each position in the bed radial direction. The results show that the solids movement is more pronounced around the column walls in both cases. Near the central axis of the bed, the degree of solids movement is higher in case B than in case A. The solids fluctuations also vary among the different powders at the same radial position. The variation is shown to be more dependent on the gas velocity above the minimum fluidization velocity than on the particle size. As \(U_0 - U_{mf}\) increases, the solids fraction fluctuation increases. In Figure 6(b), the solids fraction fluctuations for the bed of 685 μm sand particles at any radial position and the corresponding values for the 701 μm limestone particles bed are closer to one another since the value of \(U_0 - U_{mf}\) is almost the same for both beds. For the case in Figure 6(a), the relative solids fraction fluctuations are almost identical, irrespective of the bed material, particle size and the excess gas velocity.

However, solids fraction fluctuations do not absolutely indicate the direction of movement of the particles. The fluctuations are brought about either by the upwards or downwards movement of the particles. Figure 7 shows the solids vertical velocities in both cases for the different particle types. The results show that the solid particles move upwards near the walls and downwards towards the centre of the bed. The speed of the solids along the central axis also increases with increasing value of \(U_0 - U_{mf}\) as shown in the figures. Along the central axis, the solids speed in the bed of case B is higher than that in the bed of case A. Comparing Figures 6 and 7, it can be seen that the solids fraction fluctuations are greatly influenced by the upwards movement of the particles than by their downwards movement. Since the solids upwards movement is associated with the rise of bubbles, it shows that the solids fraction fluctuation and thus the mixing of solids, are influenced by the rising bubbles in the fluidized beds.

### 4 Conclusion

Including a gas distributor in a fluidized bed system can help to achieve a uniform gas distribution and stable operation. However, there are still some operational challenges in using a gas distributor. This study investigated the distribution of pressure fluctuation along a bed height and solids movement across the bed when it is operated without any gas distributor. The study was based on simulations using the CPFD Barracuda code.

For three different powders with mean size in the range 480 – 710 μm, the simulated axial pressure distribution was compared with the experimental data,
and the results showed that the model predicted the behaviour observed in the experimental data. The absolute pressure fluctuation is almost constant within the dense region of the bed, but decreases rapidly above this region. However, the pressure fluctuation normalized with the average pressure drop increases smoothly along the bed height, indicating an increase in the bubble size and bubble velocity along the bed. The results also show that within the lower region of the bed, the difference between the axial pressure fluctuation for a bed without a distributor and that where a uniform gas distribution is assumed is quite small, but significant at the upper region of the bed. As the relative pressure fluctuation decreases smoothly down the bottom of the bed, it also shows that the bubbling behaviour of the bed operated without a gas distributor is not affected due to absence of a distributor, particularly in the lower part of the bed. The relative solid fraction fluctuation is lower than 0.2 around the central axis and spans over 41 – 65% and 21 – 83% of the bed diameter for the cases with gas distributor and without gas distributor, respectively. This indicates that there is better mixing behaviour with a uniformly distributed gas flow in the bed.

In all, further investigations are required to ascertain the optimum number of gas entering points and their distribution for efficient operation of a fluidized bed without a gas distributor.
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Abstract
Use of fossil fuel has resulted in emission of large amounts of CO₂ to the atmosphere, which increases the risk of global heating. There is a lot of research going on regarding CO₂ capture and storage. The Paris Agreement, a global agreement on the reduction of the climate change, was adopted in December 2015 and signed by 174 countries in April 2016. The agreement aims to keep the global temperature rise in this century well below two degrees Celsius. According to the International Energy Agency (IEA), about 120 billion tons of CO₂ have to be captured and stored in the period from 2015 to 2050 to ensure that the increase in temperature will be kept below this limit. This implies that more than 3000 carbon capture and storage plants must be operative within 2050. Norwegian Petroleum Directorate has estimated that the theoretical storage capacity on the Norwegian Continental Shelf is 80 billion tons of CO₂. As a comparison, Norwegian emission of CO₂ is about 50 million tons per year.

The purpose of this paper is to simulate the storage of CO₂ in an aquifer in the North Sea. Simulations using OLGA and Rocx are carried out on a limited part of the aquifer. Three different cases where run to study the distribution of CO₂ in the aquifer with time and the CO₂ storage. By comparing the cases, it was found that in all the cases CO₂ was evenly distributed in the aquifer with time independent on the injection area and the length of the production well compared to the length of the aquifer. The CO₂ storage was calculated to be 2590 ton, 3795 ton and 2560 ton for Case 0, Case 1 and Case 2 respectively. Case 2 had a CO₂ injection area of 21m², whereas Case 0 and Case 1 had a simulated injection area of 10605 m² and 21210 m². Case 2, with the smallest injection area, is the most relevant case where real injection of CO₂ occurs through orifices in vertical or horizontal injectors.

Keywords: OLGA, Rocx, CO₂ storage, CO₂ phase diagram, CO₂ distribution, aquifer.

1 Introduction
When the Norwegian government signed the Kyoto agreement in 1997, they had negotiated an agreement where Norway was allowed to increase the emissions of greenhouse gases by 1% compared to the 1990 levels. In fact, the greenhouse gas emissions increased by 8% between 1990 and 2010. Due to this, Norway initiated actions to reduce the increase in emissions, and by 2016, the greenhouse gas emissions were reduced to 3% higher than 1990 levels (Statistics Norway, 2017).

The Norwegian government has the ambition to develop cost-effective CO₂ capture and storage technologies and to realize at least one full-scale CO₂ capture demonstration facility by 2020 (Stortinget, 2013). Gassnova has developed an idea study, "Exploration of possible full-scale CO₂ handling projects in Norway", where several sources of emissions and storage locations have been considered as current candidates. During the autumn 2015, the government decided to continue the project in a feasibility study. CO₂ capture studies have been conducted with three industrial actors, and according to these studies, it is concluded that it is technically possible to realize a CO₂ handling chain in Norway. Smeheia, located just east of the Troll field, is especially drawn up as a good solution. Statoil concluded based on the study that the Smeheia solution has the least risk, greatest operational flexibility and greatest potential for future capacity expansion. (Olje- og energidepartementet, 2016). The United Nations Inter-governmental Panel on Climate Change (IPCC) concluded that capture and storage of CO₂ may account for as much as one half of emission reductions in this century (Norwegian Petroleum Directorate).

The aim of this paper is to study the storage capacity and the distribution of CO₂ in an aquifer when different injection areas are used.

2 CO₂ storage in aquifers
There is significant technical potential for storing CO₂ in geological formations around the world. Saline aquifers are candidates for such storage. Environmentally sound storage of CO₂ is a precondition for a successful Carbon Capture and Storage (CCS) chain, and therefore mapping, qualification and verification of storage sites are important. Geological
formations on the Norwegian continental shelf are considered to have potential for storage for large quantities of CO$_2$. This paper is focused on the storage capacity in an aquifer east of the Troll field. (Norwegian Petroleum Directorate).

2.1 CO$_2$ storage capacity

Smeaheia is an aquifer located east of the Troll oil and gas field. A layer of the aquifer in Smeaheia, Sognefjord Delta East, is evaluated for CO$_2$ storage as part of a full cycle CCS pilot initiated by the Norwegian government (Riis et al., 2017). The Sognefjord Delta East aquifer, and has a permeability of 300 mD. The bulk volume is 5.54·10$^{11}$ m$^3$ and the porosity is 0.210 (Lothe et al., 2014). The equation for calculation of the storage capacity is:

$$q = V_{bulk} \cdot N/G \cdot \varphi \cdot \rho_{CO2} \cdot E$$  (1)

where $q$ is the mass of CO$_2$, $V_{bulk}$ is the total volume of the aquifer, $N/G$ is the net to gross height of the aquifer, $\varphi$ is the porosity of the rock, $\rho_{CO2}$ is the density of CO$_2$ at reservoir conditions and $E$ is the storage efficiency. The storage efficiency is a function of mobility ratio, the connate water saturation and the trapping coefficient and is given by (Szulczewski and Juanes, 2009).

$$E = \frac{2 \cdot M \cdot \Gamma^2 \cdot (1-S_{wc})}{\Gamma^2 + (2-\Gamma)(1-M+M \cdot \Gamma)}$$  (2)

The mobility ratio, $M$, is expressed by:

$$M = \frac{1}{\mu_{water}} \cdot \frac{\mu_{CO2}}{k_{rg}}$$  (3)

where $\mu_{water}$ and $\mu_{CO2}$ are the viscosity of water and CO$_2$ respectively, and $k_{rg}$ is the end point relative permeability for CO$_2$. The trapping coefficient, $\Gamma$, can be calculated from:

$$\Gamma = \frac{S_{rg}}{1-S_{wc}}$$  (4)

$S_{rg}$ is the residual saturation of CO$_2$ and $S_{wc}$ is the connate water saturation.

The storage efficiency, $E$, in the Sognefjord Delta East aquifer is 5.5% and the density of CO$_2$ is 0.69 ton/Rm$^3$ (Lothe et al., 2014). Based on these values and the total volume and porosity, the CO$_2$ storage capacity of the Sognefjord Delta East is calculated to be 4.09 Gtons. By comparison, Europe has an annual CO$_2$ emission of 4.4 Gtons.

2.2 CO$_2$ injection in aquifers and reservoirs

In addition to CO$_2$ storage, injection of CO$_2$ into hydrocarbon reservoirs is more and more used. Depleted oil reservoirs is used for storage of CO$_2$, whereas injection of CO$_2$ into active reservoirs is used for enhanced oil recovery (EOR) and storage. Figure 1 illustrates CO$_2$ storage in a hydrocarbon field with enhanced oil recovery (to the left) and CO$_2$ storage in an aquifer (to the right) (Université Recherche, 2018). Injection of CO$_2$ in an aquifer below an oil reservoir, contributes to maintain the reservoir pressure and to reduce the interface tensions between oil and water resulting in increased oil mobility. CO$_2$ injection for EOR provides a great environmental benefit by reducing the emission of CO$_2$ to the atmosphere.

Figure 1. CO$_2$ storage in a reservoir with enhanced oil (Université Recherche, 2018).

CO$_2$ can be injected into an aquifer as liquid, gas or as supercritical fluid. Figure 2 shows the phase diagram for CO$_2$. The critical point for CO$_2$ is 72.9 atm. and 31˚C, which implies that CO$_2$ very often is injected as supercritical fluid. The Sognefjord Delta East aquifer is located at an average depth of 1750 m (Lothe et al., 2014), and the pressure is ranging from about 170-200 bar. At these conditions, the CO$_2$ density is reported to be 690 kg/m$^3$ and is in supercritical condition. (Lothe et al., 2014).

Figure 2. Phase diagram for CO$_2$. 
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A significant pressure depletion in the storage site of the formation will bring CO2 into the gas phase. If this happens, the storage capacity will be significantly decreased due to the density difference between the gas phase and the supercritical phase.

When injecting CO2 for storage, it can be a challenge to obtain even distribution of CO2 in the aquifer. In homogeneous aquifers, the anisotropic condition is important for the distribution of CO2. Anisotropy is the ratio vertical to horizontal permeability. Vertical or horizontal wells are used for injection of CO2 to an aquifer. The use of horizontal wells does not improve the storage efficiency significantly, and vertical wells provide higher storage efficiency than horizontal wells under strongly anisotropic conditions. Horizontal wells are preferable if the goal is to sequester a large amount of CO2 in a short period. (Okwen et al., 2010)

3 OLGA and Rocx
OLGA is a software developed to simulate flow of oil, water and gas in pipelines and process equipment. Rocx is a near-well reservoir simulator, which can be combined with OLGA and enables the user to specify the reservoir properties in the near-well area. The coupling between OLGA and Rocx accounts for the dynamic wellbore/rock interactions, which is not directly possible by separate reservoir and well models. (OLGA Handbook). The inputs and set-up for Rocx and OLGA are presented in the following.

3.1 Rock
Reservoir properties as porosity, saturation, permeability, relative permeability and capillary pressure are input parameters to Rocx. In addition fluid properties as viscosity, density, bubble point and gas/oil ratio are needed for the simulations. Initial and boundary conditions are set for the reservoir. Rocx gets information from OLGA regarding pressure and pressure drop in the well and through the inflow devices. Based on the reservoir and fluid information and the information given in OLGA, the production or injection rates are calculated.

The porosity is the storage capacity of an aquifer, and is defined as the ratio of the pore volume to the total rock volume. Pores can be interconnected with other pores or completely isolated. The different types of pores are shown in Figure 3. To describe the types of porosity, effective and absolute porosity are used. The effective porosity is the volume of the interconnected pores to the total volume of the rock, and is used in reservoir engineering calculations. The absolute porosity includes the total pore volume. (Tarek Ahmed, 2006).

Saturation is defined as the fraction of the pore volume occupied by a particular fluid. In an aquifer, the saturation is given as water and gas/CO2 saturation (Tarek Ahmed, 2006).

Permeability is referred to as absolute permeability, effective permeability and relative permeability. The absolute permeability is a rock property, and is defined as the capacity and ability of a reservoir to transmit fluids. Absolute permeability is defined from Darcy’s law as:

\[ Q = \frac{kA}{\mu} \frac{dP}{dL} \] (5)

where \( Q \) is the fluid volume flow, \( k \) is the permeability, \( \mu \) is the viscosity of the flowing fluid, \( A \) is the cross section flow area and \( dP/dL \) is the pressure drop per unit length. The permeability is given in Darcy (D). (Tarek Ahmed, 2006).

![Figure 3. Different types of pores in a rock](https://example.com/fig3.jpg)

Effective permeability is a function of the reservoir saturation and the characteristic of the rock, and is measured directly on small core samples in the laboratory. The effective permeability is measured for oil, water and gas/CO2. The relative permeability is the ratio of the effective permeability of a fluid to the absolute permeability. The relative permeability of each phase depends on the saturation of the different phases in the reservoir. (Tarek Ahmed, 2006).

In this study, the relative permeability curves implemented in the Rocx model are based on experimental data from literature. The relative permeability curves can also be calculated by using the Corey model for CO2 and water. The Corey model (Rocx Online Help, 2007) for water is expressed by:

\[ K_{rw} = K_{rwoc} \left( \frac{S_w-S_{wc}}{1-S_{wc}-S_{or}} \right)^{n_w} \] (6)

where \( S_w \) is the water saturation, \( S_{wc} \) is the irreducible water saturation, \( S_{or} \) is the residual oil saturation, \( K_{rwoc} \) is the end point relative permeability for water at maximum water saturation, and \( n_w \) is the Corey exponent. (Rocx Online Help, 2007). Typical values for the Corey exponent for water are \( n_w = 2-3 \). When CO2 is injected into an aquifer, the residual and endpoint relative permeability changes. Figure 4 shows an example of relative permeability curves for CO2 and brine as a function of the CO2 saturation (Paterson et al., 2011).

Rocx is calculating the aquifer or reservoir properties as a function of time. The main focus in this paper has been to study the changes in saturation of CO2 and water...
with time. Techplot has been used to plot the changes in fluid saturation in the aquifer.

Figure 4. Relative permeability curves for CO\textsubscript{2} and water (Paterson et al., 2011)

3.2 OLGA

OLGA is a one-dimensional transient dynamic multi-phase simulator used to simulate flow in pipelines and connected equipment. The OLGA simulator is governed by conservation of mass, momentum and energy equations for the different phases (OLGA Handbook).

The well or injector design can be specified in OLGA. Figure 5 shows a set-up for injection of CO\textsubscript{2} for EOR in an oil reservoir tested by Vesjolaja et al. (Vesjolaja et al., 2018). Pressure sources are used for the injection points. However, it was concluded that injection of CO\textsubscript{2} directly to the reservoir, was not possible. The reason was that in the available OLGA/Rocx model, the only option was to use the black oil model, which was not compatible with CO\textsubscript{2} injection (Vesjolaja et al., 2018). The effect of CO\textsubscript{2} injection was therefore simulated by changing the relative permeability curves.

Figure 5. CO\textsubscript{2} injection design in OLGA (Vesjolaja et al., 2018).

In this study, the simulations are carried out by assuming that CO\textsubscript{2} with a constant pressure is injected continuously from the bottom of the aquifer. The constant CO\textsubscript{2} pressure is specified in Rocx as the pressure boundary condition.

In addition to the injector or well geometry, fluid properties and conditions, initial and boundary conditions, time steps and production/injection period are specified as input to OLGA. The results are plotted as trend plots (selected parameter as a function of time) or as profile plot (selected parameter as a function of location in a well/injector).

4 Results

Simulations have been carried out using the simulation tool Rocx in combination with OLGA.

4.1 Input data to OLGA and Rocx

The characteristics of the aquifer were chosen based on the available information about the Smeaheia aquifer. The aquifer is simulated as a homogeneous rock with an average porosity of 0.21 and horizontal permeability of 690 mD. The CO\textsubscript{2} is injected as supercritical fluid with density 711 kg/m\textsuperscript{3}. The rock is defined as sandstone. The characteristics of the Sognefjord Delta East aquifer are listed in Table 1 together with the characteristics used in the simulations.

The simulated aquifer has a length, width and height of 105 m, 101 m and 100 m respectively. The horizontal CO\textsubscript{2} injector is assumed located in the bottom of the aquifer, and is specified as a constant pressure boundary condition. To simulate the pressure difference between the injector and the aquifer, a well is located in the upper part of the aquifer. The boundary condition for the well is constant outlet pressure. Figure 5 presents a schematic overview of the simulated aquifer.

The CO\textsubscript{2} drive pressure from the bottom of the aquifer is 175 bar and the pressure at the outlet of the well is set to 130 bar. The number of control volumes in x-, y- and z-direction are 5, 21 and 10 respectively. It was assumed that the initial saturation of water in the aquifer was 100%.

Figure 6. Schematic overview of the simulated aquifer.

In this study, the simulations are carried out by assuming that CO\textsubscript{2} with a constant pressure is injected continuously from the bottom of the aquifer. The constant CO\textsubscript{2} pressure is specified in Rocx as the pressure boundary condition.
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The simulated aquifer has a length, width and height of 105 m, 101 m and 100 m respectively. The horizontal CO\textsubscript{2} injector is assumed located in the bottom of the aquifer, and is specified as a constant pressure boundary condition. To simulate the pressure difference between the injector and the aquifer, a well is located in the upper part of the aquifer. The boundary condition for the well is constant outlet pressure. Figure 5 presents a schematic overview of the simulated aquifer.

The CO\textsubscript{2} drive pressure from the bottom of the aquifer is 175 bar and the pressure at the outlet of the well is set to 130 bar. The number of control volumes in x-, y- and z-direction are 5, 21 and 10 respectively. It was assumed that the initial saturation of water in the aquifer was 100%.

Figure 6. Schematic overview of the simulated aquifer.

In this study, the simulations are carried out by assuming that CO\textsubscript{2} with a constant pressure is injected continuously from the bottom of the aquifer. The constant CO\textsubscript{2} pressure is specified in Rocx as the pressure boundary condition.
through the open valves (VALVE-A, VALVE-B, VALVE-C) to the production pipe (FLOWPATH). Packers are presented as closed valves (VALVE-1, VALVE-2) and are used to avoid annulus flow. The outlet pressure from the well is 130 bar, and is specified as a boundary condition in the pressure node.

Figure 7. Well design including valves, packers, sources and leaks.

A summary of the input parameters to OLGA and Rocx are presented in Table 1, and the relative permeability curves used in the simulations are shown in Figure 8.

Table 1. Characteristics of Troll aquifer field and the simulated aquifer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Troll aquifer</th>
<th>Simulated aquifer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water density</td>
<td>1023</td>
<td>Calculated at reservoir conditions</td>
</tr>
<tr>
<td>CO₂ density</td>
<td>711 kg/Am³</td>
<td>711 kg/Am³</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Permeability</td>
<td>690 mD</td>
<td>x- and y- directions: 690 mD z-direction: 69 mD</td>
</tr>
<tr>
<td>Volume aquifer</td>
<td>5.54·10¹¹ m³</td>
<td>1.06·10⁶ m³ and 2.12·10⁶ m³</td>
</tr>
<tr>
<td>Thickness</td>
<td>100 m</td>
<td></td>
</tr>
<tr>
<td>Aquifer pressure</td>
<td>175 bara</td>
<td>175 bara</td>
</tr>
<tr>
<td>Aquifer temperature</td>
<td>54 °C</td>
<td>54 °C</td>
</tr>
<tr>
<td>Initial water saturation</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Irreducible water saturation</td>
<td>-</td>
<td>0.2</td>
</tr>
<tr>
<td>Residual CO₂ saturation</td>
<td>-</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 8. Relative permeability curves for water (blue) and CO₂ (red).

4.2 Results

Three different cases were simulated, Case 0 (Base case), Case 1 and Case 2. In Case 0 and Case 2, the length, width and height of the aquifer are 105m, 101m, 100m respectively. In Case 1, the length of the aquifer is increased to 210m, whereas the width and the height are the same as for Case 0 and Case 2. The well is located in the top of the aquifer, and has a length of 105m for all the cases. In Case 0 and Case 1, it was assumed that CO₂ was injected continuously from the whole bottom area of the aquifer. In Case 2 CO₂ was injected through only one control volume with area 105 m². The conditions for the cases are mainly selected to study the effect of the injection area and the aquifer length on CO₂ distribution and storage in the aquifer. The model is not validated to give exact results about CO₂ saturation and storage in the aquifer as a function of time. Also, the pressure drive (175-130 bar), which gives the injection rates, is set high to reduce the required simulation time. A grid resolution test is not performed in this study, but has earlier been performed by the research group for similar cases. The mesh is found to be acceptable to see whether the injection method and reservoir length have an effect on the distribution and storage of CO₂ in an aquifer. Figure 9 presents the distribution of CO₂ in the aquifer after 0, 20, 50 and 80 days. It can be seen that the CO₂ is equally distributed over the x-y area, and are moving gradually towards the top section with time. After 80 days, the average saturation of CO₂ in the aquifer is about 50%.

The results from simulation of Case 1 are presented in Figure 10. In this case, the length of the well (105 m) is half of the aquifer (210 m) and is located on the left side of the upper surface. Due to the location of the well, the CO₂ is not evenly distributed in the aquifer, and after 120 days, the water saturation in the upper right part of the aquifer is still about 100%.

Figure 11 shows the location of the CO₂ injection in Case 2, and Figure 12 gives the distribution of CO₂ in the aquifer after 30, 60, 90 and 105 days. As can be seen, the distribution of CO₂ with time is very different when the CO₂ is injected from a small area. The CO₂ is not
distributed equally with height in the aquifer, and large areas contain about 100% water.

Figure 9. Distribution of CO2 in the aquifer, Case 0.

Figure 10. Distribution of CO2 in the aquifer, Case 1.

However, after 105 days, CO2 is about equally distributed up to a height of about 80 m. After 124 days, CO2 breakthrough to the well occurs. The CO2 storage for Case 2 is calculated based on 124 days.

Figure 11. Injection of CO2 from a limited area, Case 2.

Figure 12. Distribution of CO2 in the aquifer, Case 2.

The replaced mass of water for the three cases is presented in Figure 13. The storage of CO2 in the aquifer is calculated from Equation (1) and summarized in Table 2. The calculations are based on the mass of displaced water until breakthrough of CO2 to the well occurs. After breakthrough, the well is mainly producing CO2, and these periods are therefore not considered in the calculations of CO2 storage. To calculate the storage of CO2, the density ratio of water and supercritical CO2 is used. The displaced water is calculated from OLGA, and is the water produced in the period before breakthrough of CO2 to the well. The breakthrough occurred after 82, 116 and 124 for Case 0, Case 1 and Case 2 respectively. The calculated storage of CO2 for Case 0, Case 1 and Case 2 are 2590 ton, 3795 ton and 2560 ton. By comparing Case 0 and Case 1, the storage of CO2 is significantly higher in Case 1 because the simulated aquifer is twice as big as in Case 0, and that the storage has occurred for a longer period. Case 2 gives about the same amount of stored CO2 as Case 0, but the storage period is longer than in Case 0 and Case 1. This is due to the small injection area used in Case 2. The injection area was 105 m² in Case 2 compared to 10605 and 21210 m² in Case 0 and Case 1 respectively. However, for all the cases, a good distribution of CO2 in the aquifer is obtained over time.
This result is in good agreement with the results from the study performed by Okwen et al. (Okwen et al., 2010). The simulations with OLGA/Rocx managed to meet the objective of this study, which was to show the effect of injection area and aquifer volume on CO$_2$ distribution and storage. However, to produce more accurate results, effort has to be made to develop a robust model without the current limitations. Case 2 is the most relevant case and will be used as basis for further studies.

Table 2. CO$_2$ storage capacity calculated from Eq. 1.

<table>
<thead>
<tr>
<th>Case</th>
<th>Pore volume of simulated aquifer [m$^3$]</th>
<th>CO$_2$ [ton] storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 0</td>
<td>222700</td>
<td>2590</td>
</tr>
<tr>
<td>Case 1</td>
<td>445400</td>
<td>3795</td>
</tr>
<tr>
<td>Case 2</td>
<td>222700</td>
<td>2560</td>
</tr>
</tbody>
</table>

5 Conclusion

Storage of CO$_2$ in an aquifer in the North Sea is considered. Simulations are carried out on a limited part of the aquifer. Available information about porosity, permeability, pressure and temperature in the aquifer are used as input to the simulations. OLGA and Rocx are used as the simulation tools. Due to problems with implementing a CO$_2$ injector in OLGA/Rocx, a model was developed where water was displaced by CO$_2$ and removed from the aquifer through a production well. After a period, CO$_2$ breakthrough to the well occurred. Three different cases where run to study the distribution of CO$_2$ in the aquifer with time and the CO$_2$ storage for the period before breakthrough. By comparing the cases, it was found that in all the cases CO$_2$ was evenly distributed in the aquifer with time independent on the injection area and the length of the production well compared to the length of the aquifer. The case with the smallest injection area is the most relevant case because real injection of CO$_2$ occurs through orifices in vertical or horizontal injectors. It was shown that the storage capacity is dependent on injection period and volume of the aquifer, and not on the injection area. For further studies of CO$_2$ injection and distribution of CO$_2$ in aquifers a new model will be developed and validated against experimental core tests. In addition, a grid resolution test will be performed, and the driving pressure will be reduced. If possible, a CO$_2$ injector will be implemented in OLGA to obtain more realistic injection rates.
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Abstract

Plastic has become the most common material since the beginning of the 20\(^{th}\) century and has become almost indispensable due to its durability, light weight and low costs. However, some of the characteristics also make the plastic problematic when it comes to the end of its life phase. Norner Research AS, a polymer research institute performing extensive independent or funded research in the plastic value chain from process technology to final product and application, has during the last ten years been active in developing biodegradable green plastic that can replace up to 40\% of the fossil raw materials with industrial captured CO\(_2\). The green plastic, poly(propylene carbonate) (PPC), is produced by reacting propylene oxide (PO) with CO\(_2\). The aim of this paper is to study the effect of static mixer on production of PPC and improve the catalytic process by reducing the reaction time and increasing the yield. The process includes multiphase gas-liquid flow, and good mixing is one of the key factors to succeed in improving the process. The flow behavior of the components in the multi-phase bench scale reactor is studied in order to investigate the potential of reducing the reaction time by using static mixers to increase mass transfer. A static mixer is a device for the continuous mixing of fluids, and can be used to mix liquids, gases or to mix a gas into a liquid. The energy needed for mixing comes from a loss in pressure as the fluids flow through the static mixer.

Computational fluid dynamic (CFD) is an important tool in order to simulate and optimize the polymerization process. In this study, the CFD software Ansys/Fluent is used to investigate the multiphase flow through the static mixer. The static mixer is simulated to study the effect on the gas-liquid mixing. The simulations were performed with mixtures of 17\% and 34\% PPC in PO under CO\(_2\) pressure. The simulations showed that the required number of mixing elements (L) to obtain a uniform mixing of CO\(_2\), PO and PPC in the liquid phase is estimated to be 6.5L for the 17\% PPC case and 5.25L for the 34\% PPC case. Consequently, using more than the required number of mixing elements would increase the pressure drop without increasing the mixing. It was observed that the required mixer length decreased when the composition of PPC in the inlet liquid phase was increased from 17\% to 34\%.

Keywords: Carbon dioxide based polymers, poly(propylene carbonate) green plastic, CFD, Ansys/Fluent, bench scale pilot reactor, static mixer

1 Introduction

In recent years, the interest in green, sustainable materials to replace more common, unsustainable materials is becoming more and more relevant (Luinstra, 2008). One of the many reasons for this may be the lack of biodegradability of commonly used polymers such as polyethylene (PE) and polypropylene (PP). The stability of these polymers has a negative impact in nature, especially for marine life (Tokiwa et al., 2009). Another central topic nowadays is the CO\(_2\) produced by modern activities and its contribution to the "greenhouse effect". CO\(_2\) is one of the largest sources of carbon readily available, and several journals suggest that reducing the CO\(_2\) levels in the atmosphere can be beneficial towards halting climate change from human activities (Mikkelsen et al., 2010).

The process of synthesizing PPC from CO\(_2\) was studied and published as far back as 1969 (Inoue et al., 1969). As time passed, varying levels of research was put into this topic. At the start of the 21\(^{st}\) century, climate change by human activities and its relation to increased CO\(_2\) levels in the atmosphere as well as concerns on plastic waste management has sparked a new interest in using CO\(_2\) based polymers (Luinstra, 2008). However, the main focus in these studies were on development of effective catalyst solutions and not much work is reported on the process development (Narang et al., 2016; Kember et al., 2011). The use of static mixer in a tubular reactor was shown to be advantageous for similar process (Gürtler et al., 2013). In this study the multi phase flow through the static mixer is investigated.

2 Production of green polymer

PPC is produced by the co-polymerization between the greenhouse gas carbon dioxide (CO\(_2\)) and propylene oxide (PO) in the presence of a catalyst. Depending on the choice of the catalyst system, temperatures in the range of 50 to 100\°C and pressures up to 60 bar are reported in literature (Luinstra, 2008; Coates et al., 2004). The reaction can be expressed by:

\[
\text{CO}_2 + 3\text{C}_2\text{H}_6\text{O} \xrightarrow{\text{catalyst}} \text{CH(CH}_2\text{)}_2\text{CH}_2\text{O}\text{CO}_2
\]

The process efficiency (reaction rate and yield) is one of the critical aspects that has to be investigated to obtain a successful production of poly(propylene carbonate). A simplified sketch of the bench scale polymerization process, which is featured in this paper, is illustrated in
The process consists of an autoclave reactor with an associated recycle loop. Valves and measurement sensors are not included in the drawing. However, viscosity, density, temperature, volume flow and pressure measurement sensors are installed in the bench scale rig. The existing bench scale rig does not include a static mixer, and the aim of this paper is to study the effect of installing a mixer. The plan is to mount the static mixer on the vertical pipe in the recycle loop, as shown in the figure, to improve the mixing between CO\(_2\) and PO. The performance of a static mixer is studied in this paper by using computational fluid dynamics (CFD) modelling and simulations.

\[ Z = \frac{\Delta P_{SM}}{\Delta P_{OP}} \]  

\( \Delta P_{SM} \) represents the pressure drop the fluid undergoes from the inlet of the first mixing element to the outlet of the last element in the pipe. \( \Delta P_{OP} \) is the pressure loss over an open pipe with an equal length, and is calculated from the Hagen-Poiseuille equation:

\[ \Delta P_{OP} = \frac{8\mu L Q}{\pi R^4} \]

where \( \mu \) is the dynamic viscosity, \( L \) is the length of the pipe, \( Q \) is the volumetric flow rate and \( R \) is the pipe radius (Zalc et al., 2002).

In chemical processes where the temperature is a critical factor, installation of a static mixer gives a more uniform temperature distribution in addition to the improved mixing of the chemical components over the cross section area of the pipe. Non-uniform temperature distribution can potentially reduce the yield or degrade the product quality in a chemical reaction process.

There are many different static mixer designs available on the market, and the type of mixer has to be selected based on the fluids involved in the process. For mixing in a polymerization process, the most important is the capability of mixing non-Newtonian pseudo-plastic flow in the laminar regime. Figure 2 shows an image of a static mixer (Fusion Fluid Equipment).

3 Static mixer

The process of mixing different phases (gas/liquid, liquid/liquid, liquid/solids) with a static mixer is one of the more widely used mixing processes in chemical industries. Even so, the understanding of flow and mixing patterns within the mixers has been lacking until recently and has mainly been the property of static mixer producers. Several studies proclaim increased reaction yield and higher process efficiency when using in-line static mixers to disperse two or more fluid phases in the laminar regime (Fradette et al., 2006; Won and Kyu, 2004). Fortunately, the former ways of using mainly heuristics and know-how from experience to assess a static mixers performance is being replaced by more scientifically precise and quantifiable methods, as for example CFD (Zalc et al., 2002).

Static mixer will give an additional pressure drop in the polymerization process. The pressure drop in the static mixer can be validated by defining a dimensionless ratio \( Z \) based on the pressure drop over the elements of an in-line mixer divided by the pressure drop of an open pipe of the same length as the mixer. This \( Z \)-value represents the increased energy required to push a fluid through a pipe with static mixer elements compared to one without such elements.

4 CFD set-up

This chapter will include the choices made with respect to mesh, model, method and schemes used in the simulations. The programs used for CFD in this paper are available from ANSYS and include ANSYS Design Modeler, ANSYS Meshing, ANSYS Fluent and ANSYS CFD Post. All these programs are combined into what is known as ANSYS Workbench.
4.1 Design and meshing of static mixer

ANSYS Design Modeler was used to import the STEP files of the static mixer. The files are CAD-drawings containing 3D data of the construction of the static mixer. After importing the STEP files to Design Modeler, the program was used to define a gas inlet, a liquid inlet and an outlet. This was done by defining a face at the inlet pipe and a face at the outlet pipe, effectively closing off the internal volume of the geometry. The face at the inlet pipe was split into two halves, defined as the gas inlet and liquid inlet respectively. The inlets were automatically defined as velocity inlets while the outlet was automatically defined as a pressure outlet. This is a default function in Design Modeler, which is applied by using the string “inlet” or “outlet” in the naming of the inlets and outlet respectively. After the inlets and outlet were defined, the fill function in Design Modeler was used to define the internal volume of the mixer. This internal volume represents where the fluids can be located inside the static mixer.

ANSYS Meshing was used to construct the mesh from the internal fluid domain extracted from the geometry in Design Modeler. Mostly, the default settings in ANSYS Meshing were used. CFD and Fluent were chosen as physics preference and solver preference respectively, while the element type was set to tetrahedrons. Tetrahedral elements were chosen over hexahedral and polyhedral because tetrahedrons are better suited for complex geometries. (Phoenix Analysis and Design Technologies, 2017). The size function was initially set to “adaptive” as default, but this was changed since the “adaptive” size function only generated 89000 elements, which resulted in a coarse mesh. The “proximity and curvature” size function generated 10.9 million elements, which was assumed too fine and computationally demanding. Increasing the minimum element size from the default value of 4.2906e-5 meters to 4.2906e-4 meters reduced the number of elements to 3252795 and number of nodes to 644440, which was assumed precise enough, since 3.5 million elements were used in (Zalc et al., 2002). For a mesh to be valid in representing a flow field, it must be of a certain quality. There are several properties, which indicate the quality of the mesh, depending on the element types. Some are general for all element types, such as node distribution and element smoothness. Node distribution is related to boundary layers and are important for areas of the flow where gradients are large, for example near walls. The lack of boundary layers is visible in Figure 3. This is likely one of the major contributors for potential erroneous calculations (numerical diffusion) in the mesh. Element smoothness is related to how large differences there are between the volumes of the elements for adjacent elements.

Figure 3. "Dissected" mesh

Ideally, this volume gradient between adjacent elements should be small enough to minimize potential truncation errors from the governing equations. For a tetrahedral mesh such as the one in this paper, element skewness and element aspect ratio are two important parameters. Skewness can be calculated in two different ways, but for tetrahedral elements, the equilateral-volume based skewness is calculated. The difference between the volume of an element and the volume of an equilateral element with the same circumradius is defined as the element skewness, and is expressed as: (ANSYS Inc., 2017)

\[
\text{Skewness} = \frac{\text{optimal element size} - \text{element size}}{\text{optimal element size}}
\]

Skewness is measured between 0 and 1 where 0 is equilateral and 1 is degenerate. There are several intervals between these numbers to categorize and decide if the elements comprising the mesh are good enough. These intervals are listed in Table 1.

Table 1. Skewness values and element qualities (ANSYS Inc.)

<table>
<thead>
<tr>
<th>Value of skewness</th>
<th>Element quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Equilateral</td>
</tr>
<tr>
<td>&gt;0.25 - 0.75</td>
<td>Good</td>
</tr>
<tr>
<td>0.25 - 0.5</td>
<td>Fair</td>
</tr>
<tr>
<td>0.75 - 0.9</td>
<td>Poor</td>
</tr>
<tr>
<td>&gt;0 - 0.25</td>
<td>Excellent</td>
</tr>
<tr>
<td>\leq 0.25</td>
<td>Degenerate</td>
</tr>
</tbody>
</table>

Degenerate elements will give faulty results as the equations being solved work under the assumption that the elements are approximately equilateral. Diverging calculations are typical because of such elements. A general rule says that a tetrahedral mesh should have a maximum skewness of less than 0.95 and an average skewness of less than 0.33 (ANSYS Inc., 2009). The maximum, minimum and average skewness of the mesh used in this study are presented in Table 2.
The aspect ratio is the measure of how stretched an element is. The aspect ratio is defined as the ratio between the distance from an element centroid to a face centroid, and the distance from an element centroid to a node. The highest of these values is divided by the lowest to give the aspect ratio of an element. An aspect ratio of 1 means an equilateral tetrahedron and the higher the number gets, the more stretched out the tetrahedron will be. The aspect ratio of a tetrahedron, \( Q \), is calculated as shown in Equation 4 (Cascade, 2017).

\[
Q = \frac{h_{\text{max}}}{2\sqrt[3]{6}}
\]

where \( h_{\text{max}} \) is the largest edge length and \( r \) is the radius of the tetrahedron.

### Table 3. Mesh aspect ratio data.

<table>
<thead>
<tr>
<th>Minimum aspect ratio</th>
<th>1.1575</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum aspect ratio</td>
<td>14.241</td>
</tr>
<tr>
<td>Average aspect ratio</td>
<td>1.8755</td>
</tr>
</tbody>
</table>

#### 4.2 Models and input to ANSYS Fluent

After the mesh was validated with respect to skewness and aspect ratio, the next task was solving the discretized algebraic system of equations for the velocity and pressure fields throughout the mesh. This was done using ANSYS Fluent. Several choices had to be made with respect to solver, models, defining materials, boundary conditions, pressure-velocity coupling scheme, and spatial discretization schemes. ANSYS Fluent has two different solvers, the pressure-based solver and the density-based solver. Generally, the pressure-based solver has been used for low-velocity incompressible flows while the density-based solver has been used for high velocity, compressible flows. The pressure-based solver was chosen for the simulations in this study. Steady state calculations were chosen because of time limitations and lack of polymerization reactions in Fluent. (Bakker, 2006) Two steady state cases were considered, which was the mixing of CO₂ and PO with 17% and 34% PPC respectively. The reason for using these compositions are that former reactor tests have been carried out with the same compositions, and the viscosity data from these tests were available. To different compositions were used to investigate the degree of mixing between CO₂ and PO as the amount of PPC increases in the mixture. Gravitation was included, and the gravitational acceleration was defined as -9.81 m/s² in the z-direction while the fluid flows in positive z-direction. This was done to simulate that the static mixer is mounted vertically as is intended in the pilot reactor design. Models used in Fluent was the mixture multiphase model and the energy equation. Since both the gas inlet and the liquid inlet is defined with the same velocity, the Stokes number is assumed very low. Another reason is that the particles are gas bubbles, which tend to follow the fluid streamlines well. This should make the mixture multiphase model applicable for use in the simulations. Except for CO₂, which was predefined in the material database in Fluent, both PO and PPC had to be defined prior to the calculations. PO was defined with the properties presented in Table 4.

### Table 4. PO properties (National Center for Biotechnology Information, 2018)

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>830 kg/m³</td>
</tr>
<tr>
<td>Specific heat</td>
<td>2153.93 J/kg*K</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>0.134 W/m*K</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.00028 kg/m*s</td>
</tr>
<tr>
<td>Molecular weight</td>
<td>58.08 g/mole</td>
</tr>
<tr>
<td>Standard state enthalpy</td>
<td>-122.6 kJ/mole</td>
</tr>
</tbody>
</table>

Since molten PPC exhibits pseudoplastic/shear thinning characteristics, PPC was modelled with the non-Newtonian power law in Fluent:

\[
\eta = ky^{n-1}H(T)
\]

\( n \) is a measure of deviation from Newtonian fluids. \( n<1 \) is shear-thinning, \( n=1 \) is Newtonian and \( n>1 \) is shear-thickening. \( k \) is an average viscosity of the fluid, \( y \) is the shear rate and \( H(T) \) is Arrhenius law. Minimum and maximum viscosity for use in the non-Newtonian power law have to be included in Fluent. The power law inputs and other PPC properties are presented in Table 5.

### Table 5. The power law inputs and other PPC properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>0.6 [19]</td>
</tr>
<tr>
<td>( k )</td>
<td>54.46 [7]</td>
</tr>
<tr>
<td>Density</td>
<td>1310 kg/m³</td>
</tr>
<tr>
<td>Specific heat</td>
<td>1641.2 J/kg*K</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>Same as for PO (no values were found)</td>
</tr>
<tr>
<td>Molecular weight</td>
<td>102 g/mole</td>
</tr>
<tr>
<td>Standard state enthalpy</td>
<td>Same as for PO (no values were found)</td>
</tr>
</tbody>
</table>

#### 5 Results and discussion

The simulations were carried out using a mixture of CO₂, PO and PPC. The viscosity of PPC is significantly higher than the viscosity of CO₂ and PO and it is therefore important to include the PPC when simulating the static mixer. Two cases were simulated, one with 17% and one with 34% PPC in the liquid phase. The feed to the mixer included 17% and 34% PPC. The entire static mixer is comprised of 12 x-grid mixing elements. Each element has a length \( L \), which gives the...
entire mixing region a length of 12L. Figures 4, 5, 6 and 7 represent the results from the simulation with 17% PPC and show the fractions of CO$_2$ (to the left), PO (in the middle) and PPC (to the right) at position 1/4L, 1L, 2L and 5.25L respectively. The contour plot color scheme is explained in Table 6.

**Table 6.** Contour plot color scheme explanation

<table>
<thead>
<tr>
<th>Color</th>
<th>Approximate volume fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>1</td>
</tr>
<tr>
<td>Yellow</td>
<td>0.75</td>
</tr>
<tr>
<td>Green</td>
<td>0.50</td>
</tr>
<tr>
<td>Light blue</td>
<td>0.25</td>
</tr>
<tr>
<td>Dark blue</td>
<td>0</td>
</tr>
</tbody>
</table>

The inlet to the static mixer is split into two equal parts defined as the gas inlet and liquid inlet respectively. CO$_2$ is fed into the mixer from the right, and can be observed moving from the right side of the cross-section towards the left. The PO and PPC can be seen emerging from the left side of the pipe cross section. The CO$_2$ is gradually mixed with the liquids along the length of the mixer. Figure 6 shows an increase in mixing for CO$_2$ and PO. Both are still moving towards left and right respectively, but the largest rate of mixing for CO$_2$ and PO occurs from the top of the pipe towards the bottom and vice versa. This shows that the x-grid mixer mixes the fluids in both axial and radial directions. This gives an effective mixing, but also high pressure loss. The red PPC zones have all been reduced to green and blue, suggesting increased mixing compared to the mixing after 1L (Figure 5). The required mixing length to obtain a uniform mixing of CO$_2$, PO and PPC is estimated to be 5.25L as shown in Figure 7. Some changes in the mixing patterns from 6.5L towards 12L are observed, but they are minimal. The pressure drop through the mixer is proposinal with the number of mixing elements, and to avoid high pressure drop, the number of mixing elements should not exceed the number of elements needed for the required degree of mixing. Using more than 7 mixing elements in this case would increase the pressure drop without increasing the mixing significantly. The pressure drop through the mixer in this case was 2676 Pa, whereas it could be reduced to half of 1561 Pa if a mixer with 7 elements were used.
Figure 6. Contour plots of CO2, PO and PPC respectively at 2L. The feed mixture includes 17% PPC.

Figure 7. Contour plots of CO2, PO and PPC respectively at 6.5L. The feed mixture includes 17% PPC.

Figure 8, 9, 10 and 11 show the results from the simulation with 34% PPC in the liquid phase. The figures represents the volume fractions of the components CO2, PO and PPC at the different locations (0.25L, L, 2L and 5.25L) in the static mixer.

As with the 17 % PPC case (Figure 4), the 34 % PPC case shown in Figure 8 starts off in the same way. CO2 plumes emerging from the right towards the left. Figure 11 shows the mixer length required to get uniform mixing for the 34 % PPC case. As in the case with 17 % PPC there are some small differences in the mixing patterns from 5.25L to 12L, but they are too small to justify the increased pressure drop.

As mentioned earlier, the pipe cross section that leads into the static mixer was cut into two halves, the CO2 inlet and the liquid inlet. This most likely prolongs necessary mixing length simulated in CFD compared to the real process, as both the gas and liquid phase will arrive at the static mixer premixed to some degree. This ensures that the mixing length estimation for uniform mixing will be conservative. From all the figures, it can be observed that the pseudo-plastic PPC tends to “stick” to the pipe walls and mixing element edges. To conclude, the rate of PPC mixing into the CO2 + PO mixture compared with the rate of CO2 mixing with PO is low. The reasons for this can be multiple, but the major factors are probably the lack of polymerization reactions in the Fluent simulations, and the large variations in the viscosity of PPC compared to CO2 and PO. However, the results show that good mixing will be obtained by reducing the mixing elements to five or six. The pressure drop through the mixer was calculated to 4084 Pa, and by reducing the number of mixing elements to six, the pressure drop will be reduced to 2042 Pa.
6 Conclusion
Green plastic (PPC) is produced by reacting propylene oxide with CO$_2$. The process includes multiphase gas-liquid flow, and good mixing is one of the key factors to succeed in improving the process. The flow behavior of the components in the multi-phase bench scale reactor is studied in order to investigate the potential of reducing the reaction time by using a static mixer to increase mass.
transfer. In this study, the CFD software ANSYS/Fluent is used to investigate the multiphase flow through a static mixer with twelve mixing elements. The static mixer is simulated to study the effect on the gas-liquid mixing. The simulations were performed with mixtures of PO and 17% and 34% PPC in the liquid phase and pure CO₂ in the gas phase. The required mixing length to obtain a uniform mixing of CO₂, PO and PPC is estimated to be 6.5L and 5.25L for the case with 17% and 34% PPC respectively. Some changes in the mixing patterns from 6.5L towards 12L are observed, but they are minimal. The pressure drop over the mixer is proportional to the length of the mixer. Using more than seven mixing elements would increase the pressure drop without increasing the mixing significantly. The pressure drop over the mixer was 2676Pa when the liquid feed consisted of 17% PPC and 4086Pa when 34% PPC was used in the liquid feed. A decrease in required mixing elements was observed when the composition of PPC in the inlet liquid phase was increased from 17% to 34%.
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Abstract
The fluidization technology has a wide range of applications. In chemical synthesis, fluidized bed is used to enhance heat and mass transfer between the reacting species. More application of this technology can also be seen in pneumatic transport and circulation of solid particles. The different applications require different flow regimes. This study investigates the influence of initial bed height on the fluidized bed regime transition using the Computational Particle Fluid Dynamics (CPFD) software, Barracuda VR. The simulations are performed for a specific powder with a narrow particle size distribution. The results from the simulations are compared with the experimental data and correlations in the literature. The minimum fluidization velocity drop to a stable value and the bubbling velocity remains constant with an increase in the bed height. The gas velocity at onset of slugging decreases while that of turbulent increases to a stable value as the bed height increases.

Keywords: Fluidized bed, transition to bubbling regime, pressure drop, bed height, minimum fluidization velocity; CPFD

1 Introduction

1.1 Background
Fluidization technology has wide range of applications in many processes like chemical synthesis, pneumatic transportation, chemical regeneration, powder mixtures and even in the hospitals (Hargest and Artz 1969) for example, treatment of Ulcer patient. Each application requires different regimes. The types of flow regime that can be established in a fluidized bed depend on the parameters such as superficial gas velocity, particle properties, and bed dimension. The properties of fluidized bed based on these parameters have been widely studied by many researchers (Felipe and Rocha 2007; Escudero and Heindel 2011; Sarker, Rahman et al. 2012). However, the dynamic behavior of the different fluidization regimes still needs to be investigated.

Fluidization is the process where a bed of solid particles is transferred from a static solid-like state to a dynamic fluid-like state. Fluidized beds can extend from loose bed to pneumatic conveying depending on the inlet superficial gas velocity. The superficial gas velocity at which the frictional force between the fluid and particles are counterbalanced by the weight of the bed is said to be the minimum fluidization velocity ($u_{mf}$). The pressure drop due to weight of the bed at this point is the maximum pressure drop (Kunii and Levenspiel 2013). With the increase in gas velocity, bubbles start to form and rise in the bed depending on the properties of particle. For a bed with smaller particles, the bed expands significantly before formation of bubbles occurs (Abrahamsen and Geldart 1980) while for a bed with larger particle diameter (Geldart B particle), the bubbles start to form as soon as the bed is fluidized. The onset of the bubbling regime occurs at the superficial gas velocity when the bubbles first appear in the bed and the corresponding velocity is called the minimum bubbling velocity ($u_{mb}$) (Dennis 2013). With further increase in the gas velocity, the bubble rise velocity and bubble size increase (Bauer, Werther et al. 1981). When the bubble diameter is $\sim (0.3 \sim 0.6)D$, the bed slugs. Where, $D$ is the column diameter. Different types of slug can be observed, and these include axisymmetric, squared-nose and wall slug. The type of slug flow in a fluidized bed depends on particle type, particle size, bed diameter and the wall of the column (Dennis 2013; Yates 2013). Bubble and slug flow largely influence the gas and solid interaction in the fluidized bed, thus identifying onset of bubbling and slugging regime and their transition zone is crucial for the design of a fluidized bed reactor. The slug flow shifts into turbulent with further increase in gas velocity followed by random fluctuation of pressure drop. The turbulent regime is marked with the absence of bubbles and slugs in the bed and is followed by violent movement of elongated and distorted voids and particles. Increasing the superficial gas velocity beyond the bubbling velocity for fluidized bed of small particles, the fluctuation in pressure drop reaches a peak. The gas velocity at the peak pressure drop fluctuation is regarded as the critical velocity ($u_c$) as shown in Figure 1. Beyond $u_c$, the fluctuation decreases until it reaches a steady value. The minimum gas velocity at which the pressure fluctuation is relatively constant is denoted by
Between the gas velocities $u_c$ and $u_k$, the fluidized bed is in turbulent flow regime.

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{N} (P_i - \bar{P})^2}{N-1}} \]  

where, $\bar{P}$ is the mean pressure and $N$ is the number of data set. Similar to Figure 1, the change in standard deviation of pressure fluctuation is used to identify the onset or transition of one regime to another. The point where there is a change in the slope of the standard deviation curve marks the onset of one regime to another. This method has been used by different researches to identify the minimum fluidization velocity and quality of fluidization (PunČOchÁŘ et al., 1985; Chong et al., 1987; Hong et al., 1990; Felipe and Rocha, 2007). Moreover, different fluidized bed regimes obtained using the standard deviation method have been compared with other techniques (Gourich et al., 2006; Tchowa Medjiade et al., 2017). (Yerushalmi and Cankurt, 1979) identified turbulent flow regimes with two transition velocities as shown in Figure 1. (Bi et al., 2000) identified transition of turbulent regime using the standard deviation method and then reported that the value of $u_c$ for the onset of turbulent regime is higher for methods based on differential pressure measurement than those based on absolute pressure.

## 2 Experimental and Simulation Setup

### 2.1 Experimental Setup

The experimental set up used in this work consists of a 3D transparent cold bed column of height ($h$) 1.5 m and diameter ($D$) 0.084 m. A set of pressure transducers are connected to the pressure tapping points installed along the wall of the column. The distance between two consecutive pressure points along the column height is 10 cm. Compressed air at an ambient condition is supplied through an air supply hose fitted at the plenum below a porous plate distributor. The flow of air into the column is controlled by the air control valves attached to the rig. LabVIEW, a data acquisition software, is used to record the pressure drop along the column height. Figure 2 shows the experimental set up used in this work.

### 2.2 Simulation Setup

Simulation tool such as the CPFD Barracuda code is not only used to optimize the cost, energy and time but can also be used to solve the major experimental challenges. Due to the limited height of the experimental set up, identifying the turbulent regime in the experiment is impossible. However, with the use of the Barracuda code in this study, all the regimes for sand particle based on five different aspect ratios ($h_0/D$): 0.7, 1, 1.5, 2, 2.5 are obtained. $h_0$ is the static bed height.

A cylindrical CAD geometry with the column height 300 cm and diameter 8.4 cm is imported into the simulation.
Barracuda VR software. Uniform grid of total 10000 cells is generated around the geometry for the simulations. The bottom of the column is set as inlet flow boundary condition while the top of the column is considered as the pressure boundary condition (as in the experimental set up). Thus, gas flow is uniform throughout the column with no boundary layer around the walls. The cells with volume fraction less than 0.04 and aspect ratio greater than 15:1 are removed since default grids are generated using default grid settings. The, pressure boundary conditions, CAD geometry, grid, flow, and transient data locations are shown in Figure 3.

The particle size distribution and close pack volume fraction used for the simulations are the same as in the experiments. The maximum momentum from redirection of particles collision were assumed to be 40% with the normal-to-wall and tangential-to-wall momentum retention as 0.3 and 0.99, respectively. The particle properties and operating conditions used in the simulations are summarized in Tables 2 and 3, respectively. The monitoring points were used at the middle of the column that resembles the pressure transducers height in the experiment.

### Table 1. Operating conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluidizing gas</td>
<td>Air</td>
</tr>
<tr>
<td>Fluid temperature</td>
<td>Ambient (300K)</td>
</tr>
<tr>
<td>Superficial gas velocity</td>
<td>0.016 to 2 m/s</td>
</tr>
<tr>
<td>Static bed height</td>
<td>(0.7, 1, 1.5, 2, 2.5)·D</td>
</tr>
<tr>
<td>Outlet pressure</td>
<td>101325 Pa</td>
</tr>
</tbody>
</table>

### Table 2. Particle and bed properties.

<table>
<thead>
<tr>
<th>Sand Particles</th>
<th>Mean diameter (µm)</th>
<th>Density (kg/m³)</th>
<th>Bulk density (kg/m³)</th>
<th>Solid void fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>234.74</td>
<td>2650</td>
<td>1388</td>
<td>0.52</td>
</tr>
</tbody>
</table>

### 3 Results

#### 3.1 Validation of CPFD model

To establish the valid model for further simulations, the simulations and experiments were carried out with sand particles of size 235 µm and aspect ratio \( h_0/D \) 2.5, and the minimum fluidization velocity obtained by plotting pressure drop versus superficial gas velocity are compared. Figure 4 shows the simulated pressure drop based on two different drag models: Wen and Yu and a combination of Ergun and Wen & Yu models. As compared with experimental data, the figure shows that the results from both models agree well with the experimental data when the bed is in fluidized state.

![Figure 4. Pressure drop with superficial gas velocity for different bed aspect ratios.](https://doi.org/10.3384/ecp18153271)

However, while the Wen and Yu model over-predicts the gas velocity at the onset of fluidization, the combined Ergun and Wen & Yu model under-predicts the data but with a slightly lower deviation. The deviation using the Ergun and Wen & Yu and drag model is approximately 9%. Thus, the Ergun and Wen & Yu drag model is considered as acceptable to be used in the rest of the work.

The figure clearly shows that with increasing superficial gas velocity the pressure drop increases and reach a peak value identified as the maximum pressure...
drop. At the maximum pressure drop, the minimum fluidization velocity \( U_{mf} \) is noted. Above \( U_{mf} \), the bed pressure drop remains almost constant.

### 3.2 Onset of different fluidization regimes

For the bed aspect ratio 0.7, Figure 5 shows the variation of the simulated pressure fluctuation (standard deviation) at the middle of the bed. The pressure fluctuation remains almost zero until a superficial gas velocity denoted by \( U_{mb} \), which describes the onset of bubbling in the bed. Beyond the value of \( U_{mb} \), the fluctuation increases rapidly due to coalescence of bubbles. As gas velocity is increased, the bubble size increases. When the bubble grows to become a slug, the rate of change of the pressure fluctuation with the gas velocity decreases. The gas velocity at which the bed begins to slug is denoted by \( U_{ms} \). With further increase in the gas velocity up to \( U_{c} \), the gas slug explodes, leading to rapid fluctuation of the bed. For the gas velocity above \( U_{c} \), the bed fluctuation decreases. The gas velocity \( U_{c} \) presents the onset of the turbulent flow regime. The decrease in the bed fluctuation with increasing gas velocity in the turbulent flow regime is associated with expansion of the bed where the particles are relatively far from each other. The particle separation increases with increasing gas velocity in this regime and may reach a constant value at very high velocity. For each of the regimes identified in Figure 5, the fluctuation of solids fraction in the bed is shown in Figure 6. Within the time interval 80 - 90 s for gas velocity of 0.064 m/s, it can be seen that the particle solid volume fraction decreased from 0.52 to a value of about 0.5, marking the point of minimum fluidization condition.

![Figure 5.](https://doi.org/10.3384/ecp18153271)

**Figure 5.** Pressure drop fluctuation showing the onset of different fluidized bed regimes.

The solid fraction remained constant up to 100 s and started to drop from 0.5 to 0.35 in the period of 100 - 110 s and flowrate 0.07, marking the onset of bubbling regime. Similarly, the onset of slugging regime is identified at the flowrate of 0.25 m/s and time period 190 - 200 s. The onset of turbulent regime can be confirmed at the flow rate of 0.75 m/s and at time 290 - 300 s. At this gas velocity, the fluctuation in solids fraction is vigorous, corresponding to the peak value of the pressure fluctuation in Figure 5.

![Figure 6.](https://doi.org/10.3384/ecp18153271)

**Figure 6.** Change in particle volume fraction at the onset of different fluidized bed regimes (a) minimum fluidization velocity (B) minimum bubbling regime (C) minimum slugging regime (D) minimum turbulent flow regime.
3.3 Minimum fluidization and bubble velocity

The minimum fluidization velocities simulated at different bed aspect ratios are shown in Figure 7. The value of $U_{mf}$ drops slightly from a value at a lower aspect ratio aspect ratio $h_0/D < 1.5$ to a value at a higher aspect ratio. A similar trend is also observed from the experimental results, but in a reverse order. Figure 7 also shows that the gas velocity at onset of bubbling is independent of the initial bed height. This indicates that when the bed is shallow $h_0/D < 2$, the bed begins to bubble as soon as it is fluidized. However, in a deeper bed, the result shows that the bed expands before bubbles begin to flow.

![Figure 7. Variation of minimum fluidization velocity and bubbling velocity with different bed aspect ratios.](image)

3.4 Minimum slugging velocity

The gas velocity at the onset of slugging regime is simulated for different aspect ratios. Figure 8 compares the minimum slugging velocity obtained from the CPFD simulations with the experimental data. The prediction of $U_{ms}$ using different models are also shown. As can be seen, there is a good agreement between the simulated result and the experimental data for all aspect ratios. Similar to the experimental data, the predicted results show that the gas velocity at onset of slugging decreases with an increase in the aspect ratio.

The Baeyens and Geldart (1974) model under predicts the experimental data for all aspect ratios. The experimental data agree well with the Agu et al. (2018) model for $h_0/D < 1.5$. Particles with sphericity of 0.85 are assumed in the Agu et al. model.

![Figure 8. Variation of minimum slugging with different bed aspect ratios compared with the experimental data and different correlations](image)

3.5 Onset of turbulent flow regime

Figure 9 shows a comparison of the simulated value of $U_c$ with the result predicted based on Bi and Grace (1995). The simulation shows that at onset of turbulent regime, the gas velocity increases with an increase in the bed aspect ratio in the range $0 < h_0/D < 1.5$. In the deeper bed, $U_c$ is constant, and this constant value agrees well with the results from the Bi and Grace model as can be seen.

![Figure 9. Variation of minimum turbulent flow velocity with different bed aspect ratios.](image)

4 Conclusion

Fluidized bed operations are usually carried out within a given flow regime. Fluidized bed regime includes fixed bed regime, bubbling regime, slugging regime and turbulent flow regime. The static bed height may influence the transition from one regime to another, and it is therefore important to obtain how different bed
heights influences on the superficial gas velocity at the onset of each regime.

This study investigates the effect of bed height on the onset of the different fluidization regimes using the Computational Particle Fluid Dynamics (CPFD) software, Barracuda VR. The simulated results are based on sand particles with mean particle size 235 µm and are compared with experimental data and correlations available in the literature. The simulations are carried out in a 84 mm diameter bed using height to bed diameter ratios in the range of 0.7 – 2.5. In the study, the minimum fluidization velocity is obtained at the point of maximum pressure drop from the plot of pressure drop versus the gas velocity. The superficial velocities at the onset of bubbling, slugging and turbulent flow regimes for each aspect ratio are obtained from the plot of standard deviation of the pressure drop within the bed.

The result shows that the minimum fluidization velocity drop to a stable value and the bubbling velocity remains constant with an increase in the bed height. The gas velocity at onset of slugging decreases while that of turbulent increases to a stable value as the bed height increases. Comparing with the experimental data and different correlations, the agreement in the results show that the method employed in this study for identifying different fluidized bed regimes is satisfactory.
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Abstract
Seasonal thermal energy storage (STES) offers a solution to address the mismatch between production and consumption by storing the produced excess heat for later use. Borehole heat exchangers (BHEs) are one of the sensible STES technologies. In this paper, a long-term simulation model for BHEs was developed. A finite line-source model for the heat transfer outside the borehole and a quasi-3D model for the heat transfer inside the borehole were applied in two region simulation approach. Fast Fourier transformation technique together with a cubic spline interpolation method were used for faster simulation time with time varying loads and longer simulation periods. The simulation method was validated using experimental data. Results showed that the simulation model is able to accurately model ground and fluid temperature evolution.

Keywords: ground heat exchangers, boreholes, modelling, simulation, validation

1 Introduction
As renewable energy is gaining popularity, the storage of the energy is becoming increasingly important. In many times, the energy production from renewable energy sources is not aligned with the energy consumption. This situation arises for example with solar energy and waste incineration sources in cold climate conditions. Thermal energy storage (TES) systems offer a solution to address this mismatch between production and consumption by storing the produced excess heat for later use (Alva et al., 2018). Long-term TES systems are called seasonal thermal energy storages (STES) and can be further categorized into sensible, latent and chemical heat storages (Xu et al., 2014). Different sensible STES systems have been implemented in many large-scale projects since the 1980s and it is considered the most mature and reliable technology compared with the other options (Xu et al., 2014). In this work, simulation model for borehole heat exchangers (BHEs) is presented and validated. The analytical approach enables fast simulation times and flexibility to incorporate the model for system level simulations in different TES applications.

BHEs are one of the sensible STES technologies. They are the most commonly applied technology in ground source heat pump systems whose use has been significantly increasing in recent years (Lund and Boyd, 2016). To design, construct and operate BHE systems, modelling is needed (Koohi-Fayegh and Rosen, 2013). Determining the temperature of the fluid inside the borehole is the main goal of BHE modelling. Based on the fluid temperature range, the size and number of boreholes can be determined. Models can also be used to estimate the temperature rise in the ground. For reliable results, it is important that BHE model is validated against actual measurements. In many cases, field tests are used for validation, but laboratory scale tests can provide more controlled and reliable testing environment (Beier et al., 2011).

For modelling purposes, the heat transfer in BHE is usually divided into two regions; heat transfer inside the borehole and heat transfer outside the borehole. Models for these two regions are then linked by the borehole wall temperature. Many numerical and analytical approaches to modelling both regions have been suggested (Yang et al., 2010; Li and Lai, 2015). Li and Lai (2015) argue that analytical methods can be more useful than numerical methods for advancing GHE technology. Although numerical methods can be more accurate than the analytical ones, they can also be computationally inefficient and not suitable for being directly incorporated into a design or energy analysis programs. Analytical models include assumptions and simplifications that slightly reduce the accuracy of the results. However, the calculation time is also reduced, making them more suitable for long-term simulations and the algorithms are usually straightforward to implement in simulation programs.

In this work, a long-term simulation model for BHEs is developed and then validated against two different laboratory scale experimental data sets. Analytical models for heat transfer inside and outside of the borehole are applied and methods to reduce the calculation time are employed.
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2 Methods

2.1 Heat Transfer Inside Boreholes

Zeng et al. (2003a; 2003b) presented a quasi-3D model for calculating the fluid temperature inside the borehole. Unlike the previous one- and two-dimensional models, this quasi-3D model takes into account the fluid temperature variation along the borehole depth. It is therefore a more accurate representation of the thermal process in the borehole heat exchanger. However, to keep the model concise and analytically manageable the process in the axial direction is not considered.

Figure 1 shows the cross section of a borehole with a double U-tube configuration. The temperature excess in the four pipes of the U-tubes inside the borehole can be expressed as:

\[
\begin{align*}
T_{f1} - T_b &= R_{11}q_1 + R_{12}q_2 + R_{13}q_3 + R_{14}q_4 \\
T_{f2} - T_b &= R_{21}q_1 + R_{22}q_2 + R_{23}q_3 + R_{24}q_4 \\
T_{f3} - T_b &= R_{31}q_1 + R_{32}q_2 + R_{33}q_3 + R_{34}q_4 \\
T_{f4} - T_b &= R_{41}q_1 + R_{42}q_2 + R_{43}q_3 + R_{44}q_4
\end{align*}
\]

where \( T_{f1}, T_{f2}, T_{f3} \) and \( T_{f4} \) are the fluid temperatures, \( T_b \) is the borehole wall temperature, \( q_1, q_2, q_3 \) and \( q_4 \) are the heat fluxes per unit length, \( R_{ij} \) (\( i = 1, 2, 3, 4 \)) is the thermal resistance between the circulating fluid in a certain pipe and the borehole wall and \( R_{ij} \) (\( i = 1, 2, 3, 4 \)) is the resistance between two pipes.

Assuming a symmetric configuration of the U-tubes \( R_{ij} = R_{ji}, R_{ii} = R_{ii} \) and \( R_{14} = R_{12} \) and so on. Based on the line-source approximation presented by Hellström (1991) three remaining resistances can be calculated as:

\[
\begin{align*}
R_{11} &= \frac{1}{2\pi k_b} \ln \left( \frac{r_0}{r_{po}} \right) - \frac{k_b - k}{k_b + k} \ln \left( \frac{r_0^2 - D^2}{r_b^2} \right) + R_p \\
R_{12} &= \frac{1}{2\pi k_b} \ln \left( \frac{r_0}{2D} \right) - \frac{k_b - k}{k_b + k} \ln \left( \frac{r_0^2 + D^2}{r_b^2} \right) \\
R_{13} &= \frac{1}{2\pi k_b} \ln \left( \frac{r_0}{2D} \right) - \frac{k_b - k}{k_b + k} \ln \left( \frac{r_b^2 + D^2}{r_b^2} \right)
\end{align*}
\]

where \( k_b \) and \( k \) are the thermal conductivity of the borehole and ground respectively, \( r_b \) and \( r_{po} \) are the radiiuses of the borehole and U-tube pipe respectively, \( D \) is the distance from the U-tube pipe center to the borehole center. \( R_p \) is the heat transfer resistance from the fluid inside the U-tube and can be calculated as:

\[
R_p = \frac{1}{2\pi k_p} \ln \left( \frac{r_{po}}{r_{pi}} \right) + \frac{1}{2\pi r_p h_f}
\]

where \( k_p \) is the thermal conductivity of the U-tube, subscripts o and i refer to the outer and inner radiiuses of the U-tube pipe and \( h_f \) is the convective heat transfer coefficient for the fluid. First part of the Equation (3) refers to the convective resistance of the pipe and the second part to the fluid convective resistance.

Nusselt number, which is needed for the calculation of \( h_f \), can be calculated for turbulent flow using Dittus-Boelter equation:

\[
Nu = 0.023Re^{0.8}Pr^{0.35}
\]

where \( Re \) is the Reynolds number and \( Pr \) is the Prandtl number. Then, \( h_f \) can be calculated as:

\[
h_f = \frac{k_f Nu}{2r_{po}}
\]

where \( k_f \) is the thermal conductivity of the fluid.

The linear transformation of the Equation (1) leads to energy equilibrium equations for the fluid in individual pipes:

\[
\frac{\pm Mf cf}{dz} dT_{f1} = \frac{T_{f1} - T_{b}}{R_{11}} + \frac{T_{f1} - T_{f2}}{R_{12}} + \frac{T_{f1} - T_{f3}}{R_{13}} + \frac{T_{f1} - T_{f4}}{R_{14}}
\]

\[
\frac{\pm Mf cf}{dz} dT_{f2} = \frac{T_{f2} - T_{f1}}{R_{11}} + \frac{T_{f2} - T_{b}}{R_{21}} + \frac{T_{f2} - T_{f3}}{R_{23}} + \frac{T_{f2} - T_{f4}}{R_{24}}
\]

\[
\frac{\pm Mf cf}{dz} dT_{f3} = \frac{T_{f3} - T_{f1}}{R_{11}} + \frac{T_{f3} - T_{f2}}{R_{21}} + \frac{T_{f3} - T_{f4}}{R_{34}}
\]

\[
\frac{\pm Mf cf}{dz} dT_{f4} = \frac{T_{f4} - T_{f1}}{R_{11}} + \frac{T_{f4} - T_{f2}}{R_{21}} + \frac{T_{f4} - T_{f3}}{R_{34}}
\]

where \( 0 \leq z \leq H \) and \( H \) is the borehole depth, \( Mf \) is the mass flow rate of the fluid, \( c_f \) is the heat capacity of the fluid and

\[
R_{11} = R_{11} + R_{13} + 2R_{12}
\]

\[
R_{12} = \frac{R_{11} + R_{13} + 2R_{12}}{R_{11}}
\]

\[
R_{13} = (R_{11} - R_{13})(R_{11} + R_{13} + 2R_{12} - 4R_{12})
\]

The sign on the left side of Equation (6) is positive for downward flow and negative for upward flow. Two conditions are necessary to solve the equations in Equation (6): when \( z = 0 \) the fluid temperature for the

![Figure 1. The cross section of a double U-tube borehole.](https://doi.org/10.3384/ecp18153277)
downward flow is equal to the inlet temperature $T_a$ and when $z = H$ the fluid temperature for the downward flow is equal to the fluid temperature for the upward flow. Applying these conditions, Zeng et al. (2003a; 2003b) used Laplace transform technique to solve the energy equilibrium equations in Equation (6) for the circulating fluid. As a result, the fluid temperature for the downward and upward flow in case of a single U-tube (pipes 1 and 3 or 2 and 4 in Figure 1) inside the borehole can be calculated as:

$$\theta_1(z) = \cosh(\beta Z) - \frac{1}{\beta S_{12}} \left[ \frac{S_{12}}{S_1} + 1 \right]$$

$$\theta_2(z) = \frac{\beta S_1 \cosh(\beta Z) - \sinh(\beta)}{\beta S_1 \cosh(\beta Z) + \sinh(\beta)} \sinh(\beta Z)$$

where dimensionless parameters $\Theta$, $Z$, $S_1$, $S_{12}$, and $\beta$ are defined as:

$$\theta = \frac{T(z) - T_p}{T_{in} - T_h}$$

$$Z = \frac{z}{H}$$

$$S_1 = \frac{M_f c_f}{H} (R_{11} + R_{13})$$

$$S_{12} = \frac{M_f c_f}{H} \frac{R_{12}^2 - R_{13}^2}{R_{13}}$$

$$\beta = \sqrt{\frac{S_1^2}{S_1 S_{12}} + 2}$$

The heat transfer rate per unit length into or from the ground can be calculated as:

$$q = \frac{(T_{in} - T_{out}) M_f c_f}{H}$$

In case of a double U-tube configuration inside borehole two cases for a parallel connection can be found. The fluid can flow through pipes 1 and 3 and pipes 2 and 4 (1–3, 2–4) or through pipes 1 and 2 and pipes 3 and 4 (1–2, 3–4). In both cases, Equation (7) can be used to calculate the fluid temperature but the dimensionless parameters $S_1$ and $S_{12}$ are defined as:

$$S_1 = \frac{M_f c_f}{H} R_{11}^\Delta$$

$$S_{12} = \frac{M_f c_f}{H} \frac{R_{12}^\Delta R_{13}^\Delta}{R_{12}^\Delta + R_{13}^\Delta}$$

when the flow is (1–3, 2–4), and as:

$$S_1 = \frac{M_f c_f}{H} R_{11}^\Delta$$

$$S_{12} = \frac{M_f c_f}{H} \frac{R_{12}^\Delta}{2}$$

when the flow is (1–2, 3–4).

### 2.2 Heat Transfer Outside Borehole

Eskilson (1987) presented a numerical method to calculate $g$-functions that represent the dimensionless temperature response in the ground outside the boreholes by also taking into account the heat flow along the borehole depth. This was a major advancement from the previous infinite line-source model and cylindrical source model. However, the $g$-functions have to be calculated numerically for different borehole field configurations and is therefore time-consuming to implement in simulation programs. Based on Eskilson’s (1987) model, Zeng et al. (2002) proposed an analytical method for calculating the ground temperature response. This fine line-source model was later modified by Lamarche and Beauchamp (2007) to faster calculate the ground temperature response using the integral mean borehole temperature. This model to calculate ground temperature response at time $t$ and distance $r$ from the borehole is shown in Equation (9) as presented by Marcotte et al. (2010).

$$\Delta T(r, t) = \frac{q}{2\pi k_B} \left[ \int_0^{\sqrt{B^2 + 1}} \frac{erfc(\omega z)}{\sqrt{z^2 - B^2}} dz - D_A \right]$$

Parameters $B$ and $\omega$ in Equation (9) are defined as follows $B = r/H$, $\omega = \frac{r}{2\sqrt{at}}$ and $D_A$ and $D_B$ are given by:

$$D_A = \sqrt{B^2 + 1} erfc \left( \omega \sqrt{B^2 + 1} \right) - Berfc(\omega B)$$

$$D_B = \sqrt{B^2 + 1} erfc \left( \omega \sqrt{B^2 + 1} \right)$$

Marcotte and Pasquier (2008) applied fast Fourier transformation (FFT) to efficiently calculate the hourly ground temperature response with varying loads by applying the superposition principle in time (Yavuzturk, 1999). When the unit response calculated with Equation (9) ($q = 1$) and the incremental load is known at each time step, the ground temperature can be calculated by evaluating the convolution product of these two (Marcotte and Pasquier, 2008):

$$\Delta T(r, t) = FFT^{-1}(FFT(q)FFT(f))$$
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where FFT\(^{-1}\) is the inverse-FFT, \(q_i\) is the incremental load and \(f\) is the unit response calculated with Equation (9).

As can be seen from Equation (9), the calculation of the unit temperature response in the ground requires solving the integrals at each time step which can be time consuming for longer simulation periods. For 20-year simulation, Equation (9) would need to be solved 20 \times 8760 = 175,200 times. However, Marcotte and Pasquier (2008) presented a faster method to calculate the unit temperature response for long simulation periods. In their method, the Equation (9) is only solved at certain time points that follow geometric progression and the solutions for all the other time points are obtained using cubic spline interpolant. Equation (9) is solved at times 1–48, 50, 54, 62, 78, 110, 174, 302, and so on up to, and including, the last time point. Marcotte and Pasquier (2008) reported 0.0007 °C maximum difference between the calculated and interpolated unit temperature response showing very good accuracy of the interpolation method.

### 2.3 Error Analysis

Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) were used to analyze the error between the measured experimental validation data and the simulation model:

\[
    \text{MAPE} = \left( \frac{1}{N} \sum_{t=1}^{N} \left| \frac{x(t) - y(t)}{y(t)} \right| \right) \times 100\%
\]

\[
    \text{MAE} = \left( \frac{1}{N} \sum_{t=1}^{N} |x(t) - y(t)| \right)
\]

\[
    \text{RMSE} = \left( \frac{1}{N} \sum_{t=1}^{N} (x(t) - y(t))^2 \right)^{1/2}
\]

where \(x\) and \(y\) are the measured value and the output of the simulation model at time \(t\) respectively. Mean errors between the measured and simulated values are also reported to estimate the bias.

### 3 Simulation Model

The finite line-source model for the heat transfer outside the borehole and the quasi-3D model for the heat transfer inside the borehole presented in Section 2 were implemented in Matlab\(^\circ\) environment. Parameters for the simulation model are listed in Table 1. Measured input was the inlet temperature (°C) or the heating/cooling load (W).

Water was used as default heat transfer fluid in the simulation model, but fluid properties can be easily changed if some other fluid than water is used. The heat capacity and dynamic viscosity of water were taken from tabular values based on water temperature rounded to the nearest integer. The thermal conductivity of the water was calculated as (Ramires et al., 1995):

\[
    k_f = 0.6065 \left( -1.48445 + 4.12292 \frac{273.15 + T_{in}}{298.15} \right) - 1.63866 \left( \frac{273.15 + T_{in}}{298.15} \right)^2
\]

The simulation model can be used to calculate the outlet and ground temperature of the borehole field based on the known heating/cooling load or inlet temperature. The spatial superposition principle was applied to calculate the ground temperature response of the borehole field (Eskilson, 1987; Yavuzturk, 1999; Zeng et al., 2002). This means that the ground temperature response on a certain borehole wall is calculated by taking into account the effect of all the other boreholes. This requires solving Equation (9) for every distance between individual boreholes at each time instance. By default, for the ease and speed of computation, the simulation model is set up for a square or rectangular configuration of the borehole field where every borehole is at equal distance from each other. This allows taking advantage of the symmetry of some boreholes reducing the amount of calculations. However, the advantage of the analytical approach is that any regular or irregular borehole field configuration can be easily simulated with the model by providing borehole coordinates.

Based on the borehole field configuration, the mean unit temperature response of the ground at borehole wall for the whole borehole field is calculated with Equation (9) applying spatial superposition. For faster calculation, the cubic spline interpolation method presented in Section 2.2 is also applied. If the heating/cooling load is known, Equation (10) is used to calculate the hourly ground temperature response. Integrals are solved using quadgk function from Matlab\(^\circ\). Then an iterative search is executed to find the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of boreholes</td>
<td></td>
</tr>
<tr>
<td>Distance between boreholes</td>
<td>m</td>
</tr>
<tr>
<td>Borehole depth, (H)</td>
<td>m</td>
</tr>
<tr>
<td>Borehole radius, (r_b)</td>
<td>m</td>
</tr>
<tr>
<td>Ground thermal conductivity, (k_g)</td>
<td>W/m K</td>
</tr>
<tr>
<td>Ground thermal diffusivity, (\alpha)</td>
<td>m(^2)/s</td>
</tr>
<tr>
<td>Initial ground temperature, (T_0)</td>
<td>°C</td>
</tr>
<tr>
<td>Grout thermal conductivity, (k_h)</td>
<td>W/m K</td>
</tr>
<tr>
<td>U-tube configuration</td>
<td></td>
</tr>
<tr>
<td>U-tube thermal conductivity, (k_u)</td>
<td>W/m K</td>
</tr>
<tr>
<td>U-tube inner radius, (r_{pi})</td>
<td>m</td>
</tr>
<tr>
<td>U-tube outer radius, (r_{po})</td>
<td>m</td>
</tr>
<tr>
<td>Distance from U-tube center to borehole center, (D)</td>
<td>m</td>
</tr>
<tr>
<td>Fluid mass flow, (M_f)</td>
<td>kg/s</td>
</tr>
</tbody>
</table>
proper inlet and outlet temperatures applying Equations (7) and (8). If the inlet temperature is known, an optimization algorithm \textit{fminbnd} from Matlab® is used to find the proper heating rate and outlet temperature applying Equations (10), (7), and (8). The flow chart in Figure 2 presents the principle of the calculation procedure.

![Flow chart](image)

**Figure 2.** The principle of the calculation procedure for the BHE field.

### 4 Validation of the Modelling Methods

As there are no available experimental data sets for GHEs with multiple boreholes, two laboratory scale experimental data sets for single borehole systems were used for the validation of the modelling method. Data set 1 came from Shirazi and Bernier (2014), where the experimental apparatus was a small-scale laboratory tank with a single U-tube borehole. Data consisted of the measured ground temperature, supply and return temperature and flow rate recorded in ten second intervals for a 73-hour heat injection period. Data set 2 came from Beier et al. (2011), where the experimental facility was a large sandbox with a single U-tube borehole. Data set comprised minutely recorded values for the ground temperature, supply and return temperature and flow rate for 52 hours with constant heat input. The applied model parameters for both data sets are presented in Table 2. For data set 2, \( \alpha \) was calculated using the volumetric heat capacity of \( 3.2 \times 10^6 \) J/K m\(^3\) as provided by Beier (2014).

First, the finite line-source model (Equation (9)) was tested to see if the model output follows the measured ground temperature. For data set 1, the ground temperature at borehole wall was calculated as a mean temperature of the sixteen temperature measurements provided at the borehole wall. The same was done with the data set 2 using four measured temperatures at the borehole wall. Equation (8) was used to calculate the
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**Figure 3.** Modelling results on borehole wall temperature with (a) data set 1 and (b) data set 2. Black line is the mean borehole wall temperature calculated from the measured experimental data and grey line is the modelled borehole wall temperature.

### Table 2. Parameter values for data sets 1 and 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H )</td>
<td>1.23</td>
<td>18.3</td>
<td>m</td>
</tr>
<tr>
<td>( r_b )</td>
<td>0.038</td>
<td>0.064</td>
<td>m</td>
</tr>
<tr>
<td>( k_g )</td>
<td>0.29</td>
<td>2.82</td>
<td>W/m K</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>2.292\times10^{-7}</td>
<td>8.8125\times10^{-7}</td>
<td>m(^2)/s</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>23.5</td>
<td>22</td>
<td>°C</td>
</tr>
<tr>
<td>( k_b )</td>
<td>0.35</td>
<td>0.73</td>
<td>W/m K</td>
</tr>
<tr>
<td>( k_p )</td>
<td>401</td>
<td>0.39</td>
<td>W/m K</td>
</tr>
<tr>
<td>( r_{p,i} )</td>
<td>0.00395</td>
<td>0.0137</td>
<td>m</td>
</tr>
<tr>
<td>( r_{p,o} )</td>
<td>0.00475</td>
<td>0.0167</td>
<td>m</td>
</tr>
<tr>
<td>( D )</td>
<td>0.014275</td>
<td>0.0265</td>
<td>m</td>
</tr>
</tbody>
</table>
heating rate per unit length and then Equations (9) and (10) were applied to calculate the ground temperature response. The specific heat of water was assumed as 4200 J/kg K. Results are presented as a semi-log plot in Figure 3 and the modelling errors are presented in Table 3.

Mean errors for data sets 1 and 2 were -0.53 °C and -0.49 °C respectively, showing that the model slightly overestimates the ground temperature in both cases. This could be expected for the short simulation period that both data sets cover and it can be seen in Figure 3 that the error decreases in longer times. Maximum absolute errors for data sets 1 and 2 were 2.41 °C and 0.88 °C respectively. For both data sets, the maximum errors were related to early times in the modelling period. It is well known that finite line-source model is not accurate to model short term performance as the heat capacities inside the borehole are neglected by the model (Yang et al., 2010). As Eskilson (1987) presented, finite line-source model is valid approximately after time $5r_s^2/\alpha$, which for data sets 1 and 2 were 8.8 and 6.5 hours respectively. Errors for data set 1 reach maximum around 0.5 hours and rapidly decrease after that and reaching absolute errors below 0.8 °C after 8.8 hours. For data set 2, the maximum errors occur around two hours and then slowly decrease. After 6.5 hours, absolute errors were below 0.7 °C.

Next, the modelled borehole wall temperature and measured inlet temperature and flow rate were used to calculate the outlet temperature applying the quasi-3D model (Equation (7)). As the inlet temperature was almost constant for data set 1, the dynamic viscosity and thermal conductivity for the water were assumed constants as 0.0004 Pas and 0.66 W/m K respectively. Results are presented as a semi-log plot in Figure 4 and the modelling errors can be found in Table 3.

For data set 1, the mean error was 0.16 °C. Although slightly underestimating, showing very good accuracy. For data set 2, the mean error was -0.28 °C, showing that there the model slightly overestimates the outlet temperature, although the modelling error decreases in longer times. Maximum absolute errors for data sets 1 and 2 were 30.35 °C and 1.11 °C respectively. Maximum errors for data set 1 were relatively big, but these maximum errors occurred only very early in the modelling period. Inlet temperature was increased rapidly in data set 1 at the start of the test and as the quasi-3D model neglects the heat capacity inside the borehole (Zeng et al., 2003b) the model overestimated the outlet temperature. However, after 9 minutes, which is much lower than the calculated validity time 8.8 hours, absolute errors were below 0.33 °C. For data set 2, absolute errors were below 0.33 °C after 6.5 hours.

The above results with two experimental data sets showed that the modelling errors were low. Taking into account the errors related to measurements, heating rate, thermal conductivities and heat capacities (Shirazi and Bernier, 2014; Li and Lai, 2013; Beier et al., 2011), it can be concluded that the selected methods for the simulation model can be applied to accurately model long-term borehole ground and fluid temperatures.

### 5 Conclusions

In this paper, simulation model for BHEs was developed applying finite line-source and quasi-3D models. For faster calculation time in case of time varying loads and longer simulation periods FFT technique and a cubic spline interpolation method were utilized. The simulation model was validated with two different laboratory scale experimental data sets. Results showed low modelling error with experimental data validating the correct performance of the simulation model.

---

**Table 3. Modelling error for data sets 1 and 2.**

<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Borehole wall temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPE (%)</td>
<td>1.16</td>
<td>1.81</td>
</tr>
<tr>
<td>MAE (°C)</td>
<td>0.53</td>
<td>0.49</td>
</tr>
<tr>
<td>RMSE (°C)</td>
<td>0.61</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>Outlet temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPE (%)</td>
<td>0.27</td>
<td>0.78</td>
</tr>
<tr>
<td>MAE (°C)</td>
<td>0.17</td>
<td>0.28</td>
</tr>
<tr>
<td>RMSE (°C)</td>
<td>0.35</td>
<td>0.29</td>
</tr>
</tbody>
</table>
The developed simulation model can be used for a long-term modelling of BHE fields consisting of multiple boreholes. It can also be applied for system level simulations by including heat pumps and different heat sources (e.g. solar collectors). Some shortcomings of the developed simulation model should be addressed in future work for wider applicability. These include adding the ability to take into account the borehole inclination and the efficient calculation of borehole fields with series connections.
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Abstract

Pipes are essential components in engines and therefore models of them are important. For example, the aftertreatment system for modern heavy-duty diesel engines consists of multiple components that are connected using pipes. The temperature in each of these components is important when determining the efficiency of the aftertreatment system and therefore models that accurately describe the temperature in the pipes between the components are important. Here, a dynamic pipe model that combines the adiabatic model of a control volume and that of a stationary one-dimensional flow with heat transfer in a pipe is developed and validated. The resulting model is a quasi-dimensional lumped parameter mean value model containing states for the temperature and pressure of the gas inside the pipe and the temperature of the pipe wall. The model uses the states and convective heat transfer models to calculate pressure at the inlet and outlet as well as temperature at the outlet, in a way that is physically correct under certain conditions. To validate the physical behavior of the model a detailed one-dimensional model is used, and to validate the practical applicability and accuracy of the model data from a passenger car gasoline engine is used to parameterize and validate the model.
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1 Introduction

The complexity of modern powertrains are constantly increasing to meet the demands on better fuel efficiency and driveability while at the same time keep the emissions within the legislated levels. To achieve this, control systems that utilizes the complexity of the driveline are important. When designing control systems, especially for complex systems, models of the system can be very helpful when analyzing the problem as well as for speeding up testing procedures.

In engines, pipes are used to transport gas between the various components in the engine and therefore models of the are important as subcomponents in a larger model. For example, the gas conditions in the pipe connecting the engine with the aftertreatment system are important when determining the efficiency of the aftertreatment system. The efficiency of the aftertreatment system is most affected by the temperature, or energy, of the system.

There are two types of important processes, one is the heat transfer that occurs in a distributed manner along the flow and the other is compression and expansion of the gas inside the pipe. Currently there are accurate but complex distributed parameter models, GT-Power (Gamma Technologies, 2004), (Spring, 2006), etc. and there are compact control volume models for the gas compression and expansion (Hendricks, 2001; Eriksson and Nielsen, 2014) and there is a need for a compact model that can describe gas flow transients and heat transfer in pipe systems. Therefore, in this paper, a model that combines the adiabatic model of a control volume and that of a stationary one-dimensional flow with heat transfer, in a way that is energy consistent, is developed.

1.1 Method

The model is developed by combining a model for stationary one-dimensional flow from (Eriksson, 2002) with an adiabatic control volume described in (Eriksson and Nielsen, 2014). When combining the models, the different energy flows in a pipe are considered so that the energy inside the pipe is consistent with the energy flows in and out of the pipe.

To validate the model, measurements from a passenger car gasoline engine in a test stand as well as a detailed one-dimensional model are used.

1.2 Contributions

The main contribution is a new mean value model of a pipe and validation of this model using a detailed one-dimensional model and measurements from an engine.

1.3 Outline of the Paper

The paper is organized as follows: In Section 2 the different heat transfer modes in a pipe are discussed, in Section 3 a detailed one-dimensional model of a pipe is presented, in Section 4 a new mean value model is presented, in Section 5 validation of the new model is done, and finally in Section 6 conclusions are made.

2 Heat Transfer in Pipes

Heat transfer occurs in three different ways in a pipe: between the gas inside the pipe and the pipe wall, between the pipe wall and the surrounding air, and between the pipe and the components connected at the ends of the pipe. In
this section the different heat transfer modes are presented.

2.1 Gas to Wall Heat Transfer

The internal heat transfer between the gas and wall, with temperatures \( T_g \) and \( T_w \), respectively, is

\[
\dot{Q}_e = h_{cv,e} A_e (T_g - T_w)
\]

where \( h_{cv,e} \) is the heat transfer coefficient. For fully developed turbulent flow the Nusselt number is often used in the following way

\[
Nu = \frac{h_{cv} D_i}{\lambda}
\]

where \( D_i \) is the inner diameter of the pipe and \( \lambda \) is the conductivity of the gas. Many empirical relations for the Nusselt number have been presented in literature (Wendland, 1993; Chen, 1993; Zhao and Winterbone, 1993; Eriksson, 2002), here the same as in (Eriksson, 2002) is used:

\[
Nu = 0.48 Re^{0.5}
\]

where \( Re \) is the Reynolds number, which for a pipe is

\[
Re = \frac{4W}{\pi D_i \mu}.
\]

2.2 Wall to Ambient Heat Transfer

The external heat transfer from the wall to the ambient air consist both of convection an radiation in the following way

\[
\dot{Q}_e = A_e \left( h_{cv,e} (T_w - T_{amb}) + F_v \varepsilon \sigma (T_w^4 - T_{amb}^4) \right)
\]

where \( F_v \) is the viewing factor, \( \varepsilon \) is the emissivity, \( \sigma \) is the Stefan-Boltzmann constant, and \( h_{cv,e} \) is the convective heat transfer coefficient. Since the engine is mounted in a test stand, where the ambient air is standing still, there is only natural convection. For natural convection the following relationship, from (Eastop and Mc Conkey, 1986), is used

\[
h_{cv} = \begin{cases} 
1.33 \left( \frac{T_w - T_{amb}}{D_i} \right)^{1/4}, & 10^4 < Gr \leq 10^9 \\
1.25 \left( \frac{T_w - T_{amb}}{D_i} \right)^{1/3}, & 10^9 < Gr < 10^{12}
\end{cases}
\]

where \( Gr \) is the Grasshof number. In this case the Grasshof number is calculated using

\[
Gr = \frac{\beta g D_i^3 (T_w - T_{amb})}{\nu^2}
\]

where \( \beta \) is the volume expansion coefficient, \( g \) is the gravitational acceleration, and \( \nu \) is the kinematic viscosity of the fluid.

2.3 Heat Conduction in the Pipe Wall

Conduction occurs both radially and axially in the pipe wall. The radial conduction between two wall segments with length \( L_s \) diameter \( D_1 \) and \( D_2 \), and temperatures \( T_{w,1} \) and \( T_{w,2} \) is (Holman, 1986)

\[
\dot{Q}_{rad} = \frac{2\pi \lambda L_s}{\ln \left( \frac{D_2}{D_1} \right)} (T_{w,1} - T_{w,2})
\]

where \( \lambda \) is the conductivity of the wall material.

The axial conduction between two wall segment at distance \( L_s \) of each other and temperatures \( T_{w,1} \) and \( T_{w,2} \) is

\[
\dot{Q}_{ax} = \frac{\lambda}{L_s} A_c (T_{w,1} - T_{w,2})
\]

where \( A_c \) is the cross section area between the segments.

3 One-Dimensional Model

In this section a detailed one-dimensional model is presented. In this model the pipe is split lengthwise into \( N \) segments. Each segment contains states for the temperature of the gas inside the segment \( T_{g,n} \), mass of the gas, \( m_n \), and the velocity of the gas flowing to the next segment, \( v_n \). The pipe wall in the segment is split into \( M \) smaller segments with their own temperature, giving \( M \) states for the temperature of the pipe wall. An illustration of how the pipe is split into segments is shown in Figure 1, where also some of the notation is shown.

3.1 Mass Balance and Flow

In each segment, the ideal gas law

\[
p_n V_s = m_n R T_{g,n}
\]

gives us the pressure

\[
p_n = \frac{m_n R T_{g,n}}{V_s}
\]
and the density of the gas
\[ \rho_n = \frac{m_n}{V_n} = \frac{p_n}{RT_{g,n}}. \] (12)

The mass flow from segment \( n \) to \( n + 1 \) is calculated by considering a plug moving from segment \( n \) to \( n + 1 \). The weight of the plug is
\[ m_{w,n} = \frac{m_n + m_{n+1}}{2} \] (13)
and the velocity, \( v_n \), of the plug is given by
\[ m_{w,n} \frac{dV_n}{dt} = A_c (p_n - p_{n+1} - \Delta p_f(v_n)) \] (14)
where \( A_c \) is the cross section area of the pipe channel and \( \Delta p_f(v) \) is the pressure drop due to friction in the pipe. In (Cengel et al., 2008) the relation for the pressure drop is given as
\[ \Delta p_f(v) = f(Re) \rho v^2 \frac{L_s}{2D}. \] (15)
where \( f \) is the friction factor given by the Colebrook equation
\[ \frac{1}{\sqrt{f}} = -2 \log_{10} \left( \frac{\varepsilon/D}{3.7} + \frac{2.51}{Re \sqrt{f}} \right) \] (16)
which can be approximated well with the following closed form expression
\[ \frac{1}{\sqrt{f}} \approx -1.8 \log_{10} \left( \frac{6.9}{Re} + \left( \frac{\varepsilon/D}{3.7} \right)^{1.11} \right). \] (17)

Finally, the mass flow from segment \( n \) to \( n + 1 \) can be calculated as
\[ W_n = A_c \rho_n v_n. \] (18)

### 3.2 Gas Temperature

The dynamics of the gas temperature is
\[ c_v m_{g,n} \frac{dT_{g,n}}{dt} = W_{n-1} (c_v (T_{p,n-1} - T_{g,n}) + R T_{p,n-1}) \]
\[ - W_n (c_v (T_{p,n} - T_{g,n}) + R T_{p,n}) + \dot{Q}_i \] (19)
where
\[ T_{p,n} = \begin{cases} T_{g,n}, & w_{n-1} \geq 0 \\ T_{g,n+1}, & w_{n-1} < 0 \end{cases} \] (20)
is the temperature of the moving plug.

### 3.3 Wall Temperature

The differential equations for the wall segments depend on the position of the segment. For the wall segments on the inner layer (\( m = M \)) the equation is
\[ \frac{dT_{w,1,n}}{dt} = h_{cv,e,n} \left( T_{amb} - T_{w,1,n} \right) + \dot{Q}_{ax}(T_{w,M,n+1}, T_{w,M,n}) \]
\[ + \dot{Q}_{ax}(T_{w,M,n-1}, T_{w,M,n}) + \dot{Q}_{rad}(T_{w,M-1,n}, T_{w,M,n}) \] (22)
and for segments that are fully inside the pipe
\[ \frac{dT_{w,m,n}}{dt} = \dot{Q}_{ax}(T_{w,m,n+1}, T_{w,m,n}) + \dot{Q}_{ax}(T_{w,m,n-1}, T_{w,m,n}) \]
\[ + \dot{Q}_{rad}(T_{w,m+1,n}, T_{w,m,n}) + \dot{Q}_{rad}(T_{w,m-1,n}, T_{w,m,n}) \] (23)

### 4 Mean Value Model

The mean value model combines a model of an adiabatic control volume with stationary heat transfer. The model contains three states: wall temperature, \( T_m \), mean gas temperature, \( T_m \), and the mass of the gas inside the pipe, \( m_g \).

#### 4.1 Wall Temperature

The dynamics of the pipe wall temperature is
\[ c_w m_w \frac{dT_w}{dt} = \dot{Q}_i + \dot{Q}_e \] (24)
where
\[ \dot{Q}_{e,n} = A_o (h_{cv,e} (T_m - T_{amb}) + F_v \varepsilon \sigma (T_w^4 - T_{amb}^4)) \] (25)
is the external heat transfer, and
\[ \dot{Q}_{i,n} = h_{cv,i} A_i (T_m - T_w) \] (26)
is the internal heat transfer.

#### 4.2 Mean Gas Temperature

The change of energy of the gas inside the pipe, if we consider the pipe as an adiabatic control volume (Eriksson and Nielsen, 2014), is
\[ \dot{Q} = c_v (W_{in} T_{in} - T_m) + R (T_m W_{in} - W_{out} T_{out}) - \dot{Q}_i \] (27)
and this means that the change in mean temperature, \( T_m \), can be calculated as
\[ c_p m_g \frac{dT_m}{dt} = c_v (W_{in} T_{in} - T_m) + R (T_m W_{in} - W_{out} T_{out}) - \dot{Q}_i \] (28)

### 4.3 Mass Balance

The mass of the gas in the pipe \( m_g \) is calculated using
\[ \frac{dm_g}{dt} = W_{in} - W_{out} \] (29)
where \( W_{in} \) and \( W_{out} \) is the mass flow in and out of the pipe, respectively.
4.4 Temperature Drop Along the Pipe

During stationary conditions, the temperature of the gas at position $l$ down the pipe is (Eriksson, 2002)

$$T(l) = T_w + \Delta T e^{-kl} \quad (30)$$

where $\Delta T = T_{in} - T_w$ and

$$k = \frac{\pi D_i h_{cv,i}}{W c_p} \quad (31)$$

here, because of the stationary conditions, $W = W_{in} = W_{out}$. During non-stationary conditions, however, $T(l)$ can essentially be arbitrary, depending on previous conditions, under the condition that the energy in the pipe must be consistent i.e.

$$c_p m_g T_m = \int_0^L c_p \frac{m_g}{L} T(l)dl \quad (32)$$

The assumption that $T(l)$ have the same exponential structure as in (30), but with a $\Delta T$ that makes (32) hold, results in

$$\Delta T = \frac{kL(T_m - T_w)}{1 - e^{-kl}}. \quad (33)$$

During non-stationary conditions it does not hold that $W = W_{in} = W_{out}$ and instead $W = \frac{W_{in} + W_{out}}{2}$ is used.

4.5 Transport Delay

The fact that the gas moves with a velocity

$$v = \frac{W}{p A_i} = \frac{WRT}{p A_i} \quad (34)$$

in a pipe of length $L$ gives rise to a transport delay

$$\tau_d = \frac{L}{v} = \frac{L A_i p}{WRT} = \left/ \frac{L A_i}{p V} = \frac{V}{mRT} \right/ = \frac{m}{W} \quad (35)$$

from the inlet to the outlet. This transport delay can be included in the model by using a time delayed version of $T_m$ when calculating the output temperature.

5 Validation and Comparison

In this section the new mean value model is validated in three different ways: fist the stationary cooling of the gas is validated using stationary measurements, then the gas mixing dynamics are validated using the one-dimensional model, and finally the model is validated using dynamic measurements from an engine. The engine on which the measurements were made is a turbocharged 2 liter inline 4-cylinder gasoline engine. The measurements in this paper have been done on the pipe between the compressor and the intercooler. This is a pipe that is approximately 2 m long, has a diameter of approximately 5 cm, and is made of rubber and plastics. The pipe is also equipped with temperature and pressure sensors at both ends.

![Figure 2. Measured and modeled stationary temperature drop between the compressor and intercooler. The upper figure shows the temperature drop and the lower shows the mass flow.](https://doi.org/10.3384/ecp18153284)

5.1 Stationary Cooling

In (Eriksson, 2002) the stationary cooling for exhaust pipes are validated and the principles for a pipe on the intake side are the same as on the exhaust pipes. However, the assumption of constant wall temperature might be less accurate since the pipes are made out of different materials with less conductivity. Therefore the model is here validated for pipes on the intake side of the engine. In Figure 2 the temperature drop in the pipe between the compressor and intercooler is shown for different mass flows. During stationary conditions the mass flow is the same throughout the whole intake side and therefore the mass flow is taken directly from the mass flow sensor, which is mounted slightly before the compressor. As can be seen the model predicts the pressure drop well, so it can be concluded that the model performs well in stationary conditions and the assumption of constant wall temperature is a reasonable assumption on the intake side as well.

5.2 Comparison with One-dimensional Model

The gas mixing has a time constant in the order of seconds. This makes it hard to measure it with temperature sensors, since they have a time constant that is similar or larger. Therefore, to validate these dynamics, simulations from the one-dimensional model are used. Two different simulations were done, one were a step in input temperature was made and one were a step in the input flow was made.

In Figure 3 the result from the step in temperature is shown. The step is made after 10 seconds and as expected the big change in output is delayed since it takes some time for the new temperature to propagate through the pipe. However, the one-dimensional model shows a small rise in temperature directly after the step, this is because the pressure in the pipe increases with the temperature and
this causes a temperature change that moves much quicker than the velocity of the gas, the same effect is present in the mean value model but is barely visible. It can also be seen that the mean temperature of the two models are the same before and after the step, but during the transient they differ. The reason for this is that the assumption of exponential decay of the temperature is not valid and therefore the heat transfer in the mean value model is not correct during transients, however, the difference is not that big.

Figure 3. Output temperature and mean temperature from the one-dimensional and mean value model when a step is made in the input temperature.

Figure 4 shows the result when the step in input flow is made. Here it again can be seen that the temperature rises without a time delay, and again this is because the change in pressure is not affected by the transport delay. Here it is more evident that the mean value model does not describe this well, there is a small increase in temperature at the time of the step but most of the temperature change is delayed in the mean value model. The small initial increase in temperature in the mean value model is because of that the mass flow used to calculate the heat transfer along the pipe is the mean of the input and output flow, and since the input flow increases the mean flow increases which reduces the heat transfer to the pipe wall.

In the two examples above a step was used as input signal and that type of drastic change really tests the dynamic behavior of the model. Since this type of drastic change are not likely to occur in an engine, this could be considered to be outside the region where the mean value model is designed to be used. In Figure 5 the same step in temperature as in Figure 3, but now filtered with a time constant of 1 s, is used as input to the models. When using this input, with a smaller rate of change, it can be seen that the agreement between the models is better.

5.3 Dynamic Measurements

Here dynamic measurements where a step in wastegate position was made to increase the mass flow through the compressor and increase the temperature after the compressor are used to validate the model. The temperature after the compressor was used as input to the model and the temperature before the intercooler was used as validation data. During transients the mass flow sensor can not be used directly since it is mounted at some distance from the pipe. Therefore the mass flow sensor was only used to determine the stationary levels before and after the step, during the step the mass flow in and out of the pipe was assumed to move between these two levels in the following way: the input flow was assumed to increase linearly with the compressor angular velocity and the output flow was assumed to increase linearly with the pressure drop over the intercooler.

It was also discovered that there were some additional
dynamics, with a time constant of around 15 s, present in the measurements. These additional dynamics could come from the dynamics of the temperature sensor. However, the time constant might be somewhat too big to be explained solely by this, therefore further investigation is needed to investigate this phenomenon.

In Figure 6 the measured and modeled output when the sensor dynamics have been included by filtering the output from the model with the time constant of sensor is shown. As can be seen the model seems to agree well with the measurements.

Figure 6. Dynamic measurements from the engine and the output from the model. Here the dynamics of the sensor is included by filtering the output from the model with a time constant of 15 s.

Figure 7 shows the same test as in Figure 6, but now one simulation without the wall temperature dynamics and one without the sensor dynamics is also shown. Here it becomes clear that both these dynamics are needed to capture the dynamics of the system, the sensor dynamics are needed to reduce the initial rate of change and the wall temperature dynamics are needed to capture the slower rate of change towards the stationary level.

6 Conclusions

A dynamic pipe model that combines the adiabatic model of a control volume and that of a stationary one-dimensional flow with heat transfer in a pipe has been developed and validated. The validation has been done using both measurements from an engine in a test stand as well as simulations from a detailed one-dimensional model. The model has shown to agree well with the measurements from the engine and the simulations from the one-dimensional model.

6.1 Future Work

Interesting future work would be to try to separate temperature changes in the inlet temperature from changes in temperature due to compression of the gas, since temperature changes from compression are not affected by the transport delay that changes in inlet temperature are affected by.
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Abstract

The pursuit for lower fuel consumption and stricter emission legislation has made a simulation- and optimization-based development methodology important to the automotive industry. The keystone in the methodology, is the system model. But for the results obtained using a model to be credible, the model has to be validated. The paper validates an open-source, mean-value engine model of a 12.7 liters CI inline 6 cylinder heavy-duty engine, and releases it as open-source.
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1 Introduction

In today’s automotive industry, there is a drive for lower fuel consumption and better control of emissions. Simulation and numerical optimization are two tools that can be used to achieve that. The keystone in a simulation driven approach, is the system model. For it (and the results obtained using it) to be credible, it needs to be validated. This paper presents the model structure of an open-source engine model and validates it.

The engine is a 12.7 liters CI inline 6 cylinder Scania engine. The model structure is a mean-value engine model (MVEM) (Heywood, 1988), this type of structure does not model the piston movement explicitly. Instead the mean flow in and out of the cylinders is modeled. This makes the model computationally efficient, and suitable for control and optimization of the air and fuel path of the engine. It has a minimal number of states for efficient simulations, and is continuously differentiable for use with gradient-based optimization solvers.

The model is a continuation of previous modeling work by the authors, described in Ekberg et al. (2017). In contrast to the previous work, indicated mean effective pressure (IMEP), pump mean effective pressure (PMEP) and friction mean effective pressure (FMEP), have been remodeled, the compressor model has been changed for a more advanced model presented in Llamas and Eriksson (2017), the turbine has been remodeled to better describe the efficiency, and the model is validated as a complete system.

The purpose of this paper is to provide an open model to the research community, and to invoke confidence in the model by validating it. The paper is outlined as follows. In Section 2 the data sets are presented, in Section 3 the estimation criterion is presented, in Section 4 the model equations are presented and the sub-models are validated, in Section 5 all submodels are connected and the complete modeled is tuned and validated against measurement data, and in Section 6 the model is simulated and its basic simulation properties are presented.

1.1 Contribution

The main contribution of this paper is a validated open-source MVEM of a Scania 12.7 liters 6 cylinder engine, downloadable from www.fs.isy.liu.se/Software/. Also, new component models for the engine torque, and an adaptation of an existing turbine model are introduced.

2 Data

Six datasets have been used for modeling and validation, see Table 1. Dataset A is dynamometer data of the engine, and is the primary modeling set. Dataset B is simulation data from a model of the same engine obtained using a detailed model implemented in GT-Power (Gamma Technologies, 2004). In B, the air-to-fuel ratio is varied for the operating points and is primarily used to develop the torque model. Dataset C is used to model the compressor, and dataset D is used for modeling the turbine. Dataset E is used to validate the complete model, and dataset F is used for throttle modeling.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Signals</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Stationary measurement data</td>
<td>24</td>
<td>235</td>
</tr>
<tr>
<td>B. GT Power Simulation</td>
<td>22</td>
<td>160</td>
</tr>
<tr>
<td>C. Compressor map</td>
<td>4</td>
<td>73</td>
</tr>
<tr>
<td>D. Turbine map</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>E. Dynamic measurement data</td>
<td>24</td>
<td>69598</td>
</tr>
<tr>
<td>F. Throttle effective area</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. Datasets used to find model parameters.
3 Parameter Estimation

To parameterize the sub-models, the following criterion is used:

\[ \theta^* = \arg \min_{\theta} \sum_{k=1}^{K} e_k^2(\theta) \]

(1)

where \( \theta^* \) are the criterion minimizing parameters, \( e_k \) the model error at sample \( k \), and \( K \) the number of samples.

Some of the sub-models are not modeled using dataset \( A \), which is the desired model behavior at steady-state. To compensate for this, the parameters need to be refitted to represent dataset \( A \). This is done using a regularization technique, which is selected in order to preserve the model structure, according to:

\[ \theta^* = \arg \min_{\theta} \left( \sum_{k=1}^{K} e_k^2(\theta) + C \sum_{i=1}^{I} \left( \frac{\theta^*_i - \bar{\theta}_i}{\sigma_i} \right)^2 \right) \]

(2)

where \( \theta^* \) are the parameters refitted to dataset \( A \), \( \theta^* \) the parameters obtained using (1) and a dataset different than \( A \), \( I \) the numbers of parameters to refit, \( \mu_i \) the weight assigned to parameter \( i \), and \( C \) the cost of changing the parameters.

To evaluate the model fit, the following measures are used:

\[ \bar{e} = \frac{1}{K} \sum_{k=1}^{K} |e_k| \]

(3)

\[ e_{\sigma} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} |e_k^2|} \]

(4)

\[ \bar{e}_{rel} = \frac{1}{K} \sum_{k=1}^{K} \left| \frac{e_k}{s_k} \right| \]

(5)

\[ e_{rel,\sigma} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} \left( \frac{e_k}{s_k} \right)^2} \]

(6)

where \( \bar{e} \) is the mean absolute error, \( e_{\sigma} \) the variance of the absolute error, \( \bar{e}_{rel} \) the relative error, \( s_k \) the \( k \)th sample, and \( e_{rel,\sigma} \) the variance of the relative error. The variance was calculated using the command \texttt{VAr} in Matlab R2017b.

4 Model

In the presentation of the validated model structure, the time dependence, \( (t) \), is used to distinguish variables from constants, dependence on other variables is omitted for notational simplicity.

The model has four states \( x(t) \):

\[ x(t) = [p_c(t), p_{im}(t), p_{em}(t), \theta_{\omega}(t)] \]

(7)

where \( p_c \) is the pressure after the compressor, \( p_{im} \) the intake manifold pressure, \( p_{em} \) the exhaust manifold pressure, and \( \theta_{\omega} \) the turbocharger angular velocity. The model further has three control inputs \( u(t) \):

\[ u(t) = [u_f(t), u_{thr}(t), u_{wg}(t)] \]

(8)

where \( u_f \) is the fuel mass injected per cycle, \( u_{thr} \) the throttle position, and \( u_{wg} \) the wastegate position. The engine speed, \( N_{ice} \), is treated as an exogenous input into the system. Figure 1 shows an overview of the model, where the states and control inputs are visualized.

4.1 Control Volumes

The volume after the compressor, intake manifold and exhaust manifold are seen as thermodynamic control volumes, and modeled as dynamic states with filling and emptying dynamics. Using an isothermal model and by assuming mass conservation, and constant \( c_p \) and \( c_v \), the models are described as:

\[ \frac{d}{dt} p_c(t) = \frac{R_a T_c(t)}{V_c} (W_c(t) - W_{thr}(t)) \]

(9a)

\[ \frac{d}{dt} p_{im}(t) = \frac{R_a T_{im}}{V_{im}} (W_{thr}(t) - W_{cyl}(t)) \]

(9b)

\[ \frac{d}{dt} p_{em}(t) = \frac{R_a T_{em}(t)}{V_{em}} (W_{cyl}(t) + W_l(t) - W_{thr}(t) - W_{wg}(t)) \]

(9c)

4.1.1 Parameters

There are four parameters to estimate: volume after the compressor \( V_c \), intake manifold volume \( V_{im} \), exhaust manifold volume \( V_{em} \), and intake manifold temperature \( T_{im} \).

4.1.2 Parametrization and Validation

In dataset \( A \), the mean value of the measured temperature in the intake manifold is 304.00 K with a standard deviation of 1.11 K, indicating that a constant temperature in the intake manifold is an acceptable modeling assumption. The charge air cooler is assumed to be ideal, therefore the temperature in the intake manifold equals the surrounding temperature, \( T_{im} = T_{amb} \). The sizes of the volumes \( V_c \), \( V_{im} \) and \( V_{em} \) are tuned until the dynamics of the model comply with the measurements. Validation of the volume sizes is seen in section 6.
4.2 Throttle

In accordance with the throttle modeling approach in Eriksson and Nielsen (2014), the mass flow through the throttle is modeled as an isentropic compressible restriction, according to:

\[
W_{\text{thr}}(t) = \frac{p_e(t)}{\sqrt{R \cdot T_e(t)}} C_{D,\text{thr}} A_{\text{thr},\text{max}} u_{\text{thr}}(t) \Psi_{\text{thr}}(t) \tag{10}
\]

where the air mass flow through the throttle is denoted by \( W_{\text{thr}} \), the maximum throttle area by \( A_{\text{thr},\text{max}} \), the flow coefficient by \( C_{D,\text{thr}} \), the temperature by \( T_e \), and the specific gas constant of air by \( R \). The throttle effective area is controlled directly via the control signal \( u_{\text{thr}}(t) \). The flow parameter \( \Psi_{\text{thr}} \) is taken from (Shen and Ohata, 2011), and represented as in (Holmbom and Eriksson, 2018):

\[
\Psi_{\text{thr}}(t) = \Psi_{\text{choked}} + c_{\text{switch}}(t)(\Pi(t) - \Psi_{\text{choked}}) \tag{11a}
\]

\[
\Pi_{\text{thr}}(t) = \begin{cases} \frac{p_{\text{im}}(t)}{p_c(t)} & \text{if } \frac{p_{\text{im}}(t)}{p_c(t)} \geq \frac{1}{\gamma_a + 1} \\ \frac{1}{\gamma_a + 1} & \text{otherwise} \end{cases} \tag{11b}
\]

where \( \gamma_a \) is the ratio of specific heats. The conditional equation (11b) does not have a continuous derivative at the switching point. The Logistic function is therefore used to emulate the switching (11b):

\[
\Pi_{\text{thr}}(t) = \Pi_{\text{choked}} + c_{\text{switch}}(t)(\Pi(t) - \Pi_{\text{choked}}) \tag{12a}
\]

\[
c_{\text{switch}}(t) = \frac{1}{1 + e^{-c_{\text{choped}}(\Pi(t) - \Pi_{\text{choked}})}} \tag{12b}
\]

\[
\Pi_{\text{choked}} = \frac{1}{\gamma_a + 1} \tag{12c}
\]

\[
\Pi(t) = \frac{p_{\text{im}}(t)}{p_c(t)} \tag{12d}
\]

4.2.1 Parameters

There is one parameter to estimate, \( C_{D,\text{thr}} \). The throttle area \( A_{\text{thr},\text{max}} \) is known from dataset F.

4.2.2 Parametrization and Validation

A dataset for validating the throttle model was not obtained. \( C_{D,\text{thr}} \) is seen as a tuning parameter in optimizing the steady-state levels of the model. A validation of \( \Psi_{\text{thr}} \) is depicted in Figure 2.

4.3 Cylinder

The cylinder air mass flow is modeled with the help of the volumetric efficiency, \( \eta_{\text{vol}} \). Heywood (1988). It is expressed using a single constant as in (Eriksson and Nielsen, 2014):

\[
W_{\text{cyl}}(t) = \eta_{\text{vol}} \frac{V_D p_{\text{im}}(t) N_{\text{ace}}(t)}{n_r R_s T_{\text{im}}} \tag{13}
\]

The cylinder fuel mass flow is calculated from the fuel injection per cycle and engine speed:

\[
W_{\text{i}}(t) = \frac{n_{\text{cyl}} N_{\text{ace}}(t) u_{\text{i}}(t) 10^{-6}}{n_r} \tag{14}
\]

The fuel-to-air equivalence ratio \( \phi(t) \) is calculated as:

\[
\phi(t) = \frac{W_{\text{i}}(t)}{W_{\text{cyl}}(t) \text{AF}_s} \tag{15}
\]

where \( \text{AF}_s \) is the air-to-fuel stoichiometric ratio.

To model the engine torque \( M_{\text{ace}}(t) \), it is broken down into the components: gross indicated torque \( M_{\text{ig}}(t) \), pumping torque \( M_{\text{pump}}(t) \), and friction torque \( M_{\text{fric}}(t) \), and calculated as:

\[
M_{\text{ace}}(t) = M_{\text{ig}}(t) - M_{\text{pump}}(t) - M_{\text{fric}}(t) \tag{16}
\]

where the three components \( M_{\text{ig}}(t) \), \( M_{\text{pump}}(t) \) and \( M_{\text{fric}}(t) \) are expressed in the normalized quantities IMEP, PMEP and FMEP (Eriksson and Nielsen, 2014).

The indicated torque is modeled according to:

\[
M_{\text{ig}}(t) = \frac{V_D}{n_r 2\pi} \text{IMEP}(t) \tag{17a}
\]

\[
\text{IMEP}(t) = \eta_{\text{ig}}(t) \frac{qHV u_{\text{i}}(t) 10^{-6} n_{\text{cyl}}}{V_D} \tag{17b}
\]

\[
\eta_{\text{ig}}(t) = \left(1 - \frac{1}{r_{\text{cyl}}(t) - 1}\right) \eta_{\text{cal}}(t) \tag{17c}
\]

\[
\gamma_{\text{cyl}}(t) = c_{\gamma,0} + c_{\gamma,1} \phi(t) + c_{\gamma,2} \phi^2(t) \tag{17d}
\]
Where the operating point dependent losses, are modeled using the following polynomial structure:

\[ \eta_{\text{cal}}(t) = c_{\text{cal},2}(t) \left( \frac{u(t)}{100} - c_{\text{cal},1}(t) \right)^2 + c_{\text{cal},0} \] (18a)

\[ c_{\text{cal},1}(t) = c_{\text{cal},10} + c_{\text{cal},11} \frac{N_{\text{ICE}}(t)}{1000} \] (18b)

\[ c_{\text{cal},2}(t) = c_{\text{cal},20} + c_{\text{cal},21} \frac{N_{\text{ICE}}(t)}{1000} + c_{\text{cal},22} \left( \frac{N_{\text{ICE}}(t)}{1000} \right)^2 \] (18c)

The pumping losses are modeled as:

\[ M_{\text{pump}}(t) = \frac{V_D}{n_2} \pi \text{PMEP}(t) \] (19a)

\[ \text{PMEP}(t) = c_{\text{PMEP},0} + c_{\text{PMEP},1}(p_{\text{em}}(t) - p_{\text{in}}(t)) \] (19b)

The losses which are not included in the pumping losses are lumped into the friction term, which is modeled as a polynomial in fuel injection and engine speed:

\[ M_{\text{fric}}(t) = \frac{V_D}{n_2} \pi \text{FMEP}(t) \] (20a)

\[ \text{FMEP}(t) = c_{t,0} + c_{t,1}N_{\text{ICE}}(t) + c_{t,2}u(t) + c_{t,3}u^2(t)N_{\text{ICE}}(t) \] (20b)

The temperature of the gas exiting the cylinders, \( T_e \), is modeled based on calculations on an ideal cycle and adding the parameter \( \eta_{\text{ce}} \) to include non-ideal properties:

\[ T_e(t) = \eta_{\text{ce}} \Gamma_{\text{cyl}}^{1-\gamma_e}(t) r_e^{1-\gamma_e} \left( \frac{q_{\text{in}}(t)}{c_p a} + T_{\text{im}} r_e^{\gamma_e-1} \right) \] (21a)

\[ q_{\text{in}}(t) = \frac{W(t)}{W(t) + W_{\text{cyl}}(t)} q_{\text{HV}} \] (21b)

\[ \Pi_{\text{cyl}}(t) = \frac{p_{\text{em}}(t)}{p_{\text{in}}(t)} \] (21c)

To take the heat transfer from the exhaust manifold to the surroundings into account, the mean value exhaust gas temperature model from Eriksson (2002) is implemented:

\[ T_{\text{em}}(t) = T_{\text{amb}} + (T_e(t) - T_{\text{amb}}) e^{-\frac{\Delta t}{\Delta t_{\text{em}}}} \] (22)

**4.3.1 Parameters**

There are 18 parameters to estimate: \( \eta_{\text{vol}}, c_{\gamma,0}, c_{\gamma,1}, c_{\gamma,2}, c_{\text{cal},0}, c_{\text{cal},10}, c_{\text{cal},11}, c_{\text{cal},20}, c_{\text{cal},21}, c_{\text{cal},22}, c_{t,0}, c_{t,1}, c_{t,2}, c_{t,3}, c_{\text{PMEP},0}, c_{\text{PMEP},1}, \eta_{\text{ce}}, \) and \( \eta_{\text{em},h}. \)

**4.3.2 Parametrization and Validation**

To preserve the properties observed in the data, the parameterization is carried out in steps. The cylinder massflow is estimated using dataset A. The error function is calculated as:

\[ e_{k,\eta_{\text{vol}}} = (\eta_{\text{vol},\text{data},k} - \eta_{\text{vol}})^2 \] (23)

The resulting fit is shown in Table 2.

The indicated torque is estimated using data set B (Table 1). The parameterization was done by minimizing the following error function:

\[ e_{k,\text{IMEP}} = (\text{IMEP}_{\text{data},k} - \text{IMEP}_{\text{model},k}(\theta_{\text{IMEP}}))^2 \] (24a)

\[ \theta_{\text{IMEP}} = [c_{\gamma,0}, c_{\gamma,1}, c_{\gamma,2}, c_{\text{cal},10}, c_{\text{cal},11}, c_{\text{cal},20}, c_{\text{cal},21}, c_{\text{cal},22}] \] (24b)

The resulting fit is shown in Table 3.

The turbocharger dynamics is modeled from Newton’s second law of motion according to:

\[ \frac{d}{dt} \omega_{\text{c}}(t) = \frac{P_{\text{in}}(t) - P_{\text{out}}(t)}{\omega_{\text{c}}(t) J_{\text{c}}} \] (28)
BSR modeling it from the blade-speed-ratio (BSR) is taken. The turbine power, including the mechanical efficiency of the turbocharger shaft is calculated according to:

\[ P_t \eta_m(t) = W_t(t) c_{p,e} T_{em}(t) \eta_t(t) \left(1 - \Pi_t(t)^{1/\gamma_w}\right) \]

\[ \Pi_t(t) = \frac{P_{ats}}{P_{em}(t)} \]  

(29a)  

(29b)

where \( P_{ats} \) is the pressure in the exhaust aftertreatment system. For the flow, the square root turbine flow model in (Eriksson and Nielsen, 2014) is adapted to describe dataset D:

\[ W_{t,corr}(t) = k_0(t) \left(1 - \Pi_t(t)^{k_1(t)}\right)^{k_2(t)} \]

\[ k_0(t) = c_{00} + c_{02} N_{t,corr,1}^2(t) \]

\[ k_1(t) = c_{10} + c_{11} N_{t,corr,1}(t) \]

\[ k_2(t) = c_{20} + c_{21} N_{t,corr,1}(t) + c_{22} N_{t,corr,1}^2(t) \]

\[ N_{t,corr,1}(t) = \frac{\omega_c(t)}{\sqrt{T_{em}(t)}} \frac{30}{\pi} \frac{1}{10000} \]

(30a)  

(30b)  

(30c)  

(30d)  

(30e)

The turbine mass flow is calculated as:

\[ W_t(t) = W_{t,corr}(t) \frac{P_{em}10^{-3}}{\sqrt{T_{em}}} \]  

(31)

4.4.1 Parameters

There is one parameter to estimate: \( J_w \). The validation is seen in Section 6.

4.5 Turbine

The turbine power, including the mechanical efficiency of the turbocharger shaft is calculated according to:

\[ \eta_T, max(t) = \eta_{t, max}(t) - k_{\eta}(t)(\text{BSR}(t) - \text{BSR}_{\text{opt}}(t))^2 \]  

\[ \text{BSR}(t) = \frac{\omega_c(t) D_t/2}{\sqrt{2 c_{p,e} T_{em}(t)} \left(1 - \Pi_t(t)^{1/\gamma_w}\right)} \]

\[ \text{BSR}_{\text{opt}}(t) = c_{\text{BSR}, 0} + c_{\text{BSR}, 1} N_{\text{t,corr,II}}(t) + c_{\text{BSR}, 2} N_{\text{t,corr,II}}^2(t) \]

\[ \eta_{t, max}(t) = c_{\eta, 0} + c_{\eta, 1} N_{\text{t,corr,II}}(t) \]

\[ k_{\eta}(t) = c_{\eta, max 0} + c_{\eta, max 1} N_{\text{t,corr,II}}(t) \]

\[ N_{\text{t,corr,II}}(t) = \frac{\omega_c(t)}{\sqrt{T_{em}(t)}} \frac{1}{\pi 10000} \]

(32a)  

(32b)  

(32c)  

(32d)  

(32e)

\[ \Pi_{\text{thr}}(t) = (W_{\text{t, model}, k}(\theta_{W_t}))^2 \]

\[ \theta_{W_t} = [c_{00} c_{02} c_{10} c_{11} c_{20} c_{21} c_{22}] \]

The model fit is shown in Table 4. For the efficiency, the following loss function is used:

\[ e_{k, \eta}(t) = (\eta_{t, data, k} - \eta_{t, model, k}(\theta_{\eta_t}))^2 \]

\[ \theta_{\eta_t} = [c_{\text{BSR}, 0} c_{\text{BSR}, 1} c_{\text{BSR}, 2} c_{\eta, 0} c_{\eta, 1} c_{\eta, max 0} c_{\eta, max 1}] \]

The model fit is shown in Table 4.

4.6 Wastegate

The wastegate is developed in the same way as the throttle (see section 4.2), apart from \( \gamma_w \), which is replaced by \( \gamma \).

The wastegate mass flow is described by:

\[ W_{\text{wg}}(t) = \frac{P_{em}(t)}{\sqrt{R_e T_{em}}} c_{D,\text{wg}} A_{\text{wg, max}} u_{\text{wg}}(t) \Psi_{\text{wg}}(t) \]

(36)

where \( \Psi_{\text{wg}}(t) \) is similar to (11a), but \( \Pi_{\text{thr}}(t) \) is replaced by \( \Pi_{\text{wg}}(t) \). \( \Pi_{\text{wg}}(t) \) is defined as in Equation (12), where \( \Pi(t) \) is replaced by \( \Pi(t) \) in (29b).

Table 4. Turbine model fit to dataset D. \( \bar{\varepsilon} \) is the mean absolute error, \( e_\sigma \) the variance of the absolute error, \( \bar{\varepsilon}_{\text{rel}} \) the relative error, and \( e_{\text{rel}, \sigma} \) the variance of the relative error.

<table>
<thead>
<tr>
<th>( W_{t, corr} )</th>
<th>5.14 \times 10^{-4}</th>
<th>3.56 \times 10^{-4}</th>
<th>1.30 %</th>
<th>0.95 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>kg/s√K/kPa</td>
<td>kg/s√K/kPa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \eta_t )</td>
<td>0.92 %</td>
<td>0.99 %</td>
<td>1.34 %</td>
<td>1.47 %</td>
</tr>
</tbody>
</table>
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4.6.1 Parameters

There is only one parameter to estimate, $C_{D,wg}$. The wastegate area $A_{wg,max}$ is determined from measuring the diameter. $C_{D,wg}$ is seen as a tuning constant. Since data was not available to parameterize the wastegate as a separate component, the same approach as for the throttle is taken. The modeling of the wastegate and throttle is similar due to both being controllable valves for restricting the gas flow.

4.7 Compressor

The parameterization of the compressor was done using dataset C and by using LiU CPgui (Llamas and Eriksson, 2018), which parameterizes a high-order control-oriented compressor model based on the total least squares algorithm. The fit to dataset A is shown in Table 5.

Table 5. Compressor model fit to dataset A. $\bar{\varepsilon}$ is the mean absolute error, $\varepsilon\sigma$ the variance of the absolute error, $\bar{\varepsilon}_{rel}$ the relative error, and $\varepsilon_{rel,\sigma}$ the variance of the relative error.

<table>
<thead>
<tr>
<th>$W_c$</th>
<th>$\varepsilon_\sigma$</th>
<th>$\bar{\varepsilon}_{rel}$</th>
<th>$\varepsilon_{rel,\sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.03 \times 10^{-4}$ kg/s</td>
<td>$8.29 \times 10^{-4}$</td>
<td>$0.13 %$</td>
<td>$1.51 %$</td>
</tr>
<tr>
<td>$\eta_c$</td>
<td>$0.92 %$</td>
<td>$0.99 %$</td>
<td>$1.34 %$</td>
</tr>
</tbody>
</table>

5 Full System Parametrization

An approach taken in Wahlström and Eriksson (2011) and Sivertsson and Eriksson (2011) is to refit the parameters to the measurements when all model components are assembled in order to achieve good fit. A similar approach is taken here, but with a slightly different cost function (see equation 2) where a regularization technique is used in order to limit the changes in parameter values in order to preserve the model structure. This procedure is divided into two steps. The first step is to refit the torque model to dataset A. The second step is to tune all parameters influencing the steady state levels of the states when the complete model is fully assembled.

5.1 Torque model

For the torque model, the following parameters are refitted:

$$\theta_M = [c_{cal,0}, c_{cal,10}, c_{cal,11}, c_{cal,20}, c_{cal,21}, c_{cal,22}, c_{f,0}, c_{f,1}, c_{f,2}, c_{f,3}, \text{PMEP0}, \text{PMEP1}]$$

using criterion (2). The resulting fit is shown in Table 6

Table 6. Torque model refit to dataset A. $\bar{\varepsilon}$ is the mean absolute error, $\varepsilon_\sigma$ the variance of the absolute error, $\bar{\varepsilon}_{rel}$ the relative error, and $\varepsilon_{rel,\sigma}$ the variance of the relative error.

<table>
<thead>
<tr>
<th>$M_{ice}$</th>
<th>$\varepsilon_\sigma$</th>
<th>$\bar{\varepsilon}_{rel}$</th>
<th>$\varepsilon_{rel,\sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.42 Nm</td>
<td>6.59 Nm</td>
<td>1.81 %</td>
<td>3.05 %</td>
</tr>
</tbody>
</table>

5.2 Tuning of steady-state levels

In the same manner as for the torque model, using criterion (2), the parameters influencing the steady-state levels of the states are re-parameterized. To do this, the full model is simulated and the wastegate is controlled, using a PID-controller to minimize the error:

$$e_{wg} = W_c - W_{c,ref}$$

where the compressor massflow reference $W_{c,ref}$ is taken from the massflow measurement in dataset A. The resulting fit is shown in Table 7.

Table 7. Steady-state levels of states fit to dataset A for the fully parameterized model. $\bar{\varepsilon}$ is the mean absolute error, $\varepsilon_\sigma$ the variance of the absolute error, $\varepsilon_{rel}$ the relative error, and $\varepsilon_{rel,\sigma}$ the variance of the relative error.

<table>
<thead>
<tr>
<th>$p_c$</th>
<th>$p_{im}$</th>
<th>$p_{em}$</th>
<th>$\omega_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.78 kPa</td>
<td>2.76 kPa</td>
<td>14.73 kPa</td>
<td>1.98 kRPM</td>
</tr>
<tr>
<td>4.00 kPa</td>
<td>3.96 kPa</td>
<td>3.96 kPa</td>
<td>2.42 kRPM</td>
</tr>
<tr>
<td>$\bar{\varepsilon}$</td>
<td>$\varepsilon_\sigma$</td>
<td>$\varepsilon_{rel}$</td>
<td>$\varepsilon_{rel,\sigma}$</td>
</tr>
<tr>
<td>1.89 %</td>
<td>2.80 %</td>
<td>2.80 %</td>
<td>1.89 %</td>
</tr>
<tr>
<td>2.79 %</td>
<td>3.69 %</td>
<td>3.69 %</td>
<td>1.89 %</td>
</tr>
</tbody>
</table>

6 Full System Validation

The complete system model is simulated with the control signals recorded from a dynamic engine test (part of dataset E). The result from the simulated system, in comparison with the measurement data is displayed in Figure 4.

Figure 4. State validation, simulated engine model compared to dynamic measurement data. The control signals are taken from measurements.

7 Conclusions

A mean value engine model of a Scania 12.7 liters heavy-duty diesel engine has been developed and validated using both stationary and dynamic measurements. The results show good agreement with measurements, showing that both dynamics and steady-state levels are well represented indicating that the model is well suited for studying the engine dynamics and fuel optimal control. The model is open-source and downloadable from www.fs.isy.liu.se/Software/.
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Abstract

The basin level control system in an existing wastewater treatment plant is designed for two different operation modes: compliant level control for smooth pump flow, and stiff level control. Both a model-based predictive controller (MPC) and a standard PI controller are implemented, and tested both on a dynamic simulator and on the real plant. The simulator, the MPC and the PI controller tuning are based on a mathematical process model derived from a material balance of the wastewater in the inlet basin.
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1 Introduction

This article reports results from a study where alternative controllers of the level of the equalization magazine upstream to the VEAS water resource recovery facility (wrrf) 1 at Slemmestad, Norway has been tested both on a dynamic simulator and on the real plant. This magazine comprises the part of the inlet tunnel being closest to the wrrf. VEAS is the largest wrrf in Norway, serving about 700,000 population equivalents (pe), treating in average about 3.5 m3/s. The biological treatment at the wrrf will benefit from a smoother hydraulic load than at present. One approach to this end is improving the level control system of the inlet basin, aiming at smoother pump flow from the basin to the treatment processes (Bolmstedt, 2004); (van Overloop et al., 2010).

The implementation of the simulator and the control system used in this study is in LabVIEW (National Instruments) with the MPC algorithm implemented in MATLAB code in LabVIEW’s MATLAB Script node. The sampling time (time-step) of the various discrete-time algorithms of simulation, estimation, filtering, and control is 10 s.

The paper is organized in the following main sections: System description; Controller functions; Results; Conclusion; Abbreviations; Nomenclature; Acknowledgements; References.

2 System description

2.1 Geometrical design

Figure 1 depicts the principal geometrical design of the inlet part of the VEAS wrrf.

2.2 Operation modes of the tunnel and basin and requirements to the level control system

The tunnel and basin are operated in different modes:

- **Operation mode #1: Normally low load (tunnel flow) & Compliant level control:** The main aim of this mode is to obtain smooth pump flow. To this end, compliant level control is implemented: The level is allowed to vary between the soft limits of 1.5 m and 2.5 m, with 1.8 m as the nominal level setpoint. Lately, these limits have been changed to 1.6 m and 2.8 m, respectively, with setpoint 2.3 m. (Both these sets of specifications are used in this article.)

- **Operation mode #2: Normally low load & Stiff level control:** The main aim of this mode is to have the level close to a relatively low setpoint to ensure that the pump soaks up solid downfall from the wastewater accumulated in the basin during Operation mode #1. The duration of this operation mode is relatively short, approximately two hours, each second day. In this operation mode, the variations of the pump flow will, inevitably, be relatively large as they are almost the same as the variations of the net inflow to the basin.

In addition to Operation modes #1 and #2, there are operation modes concerning normally high load (at high precipitation) and to tunnel flushing (building up a volume of wastewater in a part of the tunnel, and then flushing the tunnel with this volume). This article covers only Operation mode #1.

2.3 Mathematical model of the inlet basin

The basis of both the simulator and the model-based predictive controller is a dynamic model of the liquid level of the basin, Eq. 1. The model stems from material balance assuming the sewage is water.

\[
\dot{h}(t) = \frac{F_{in}(t) - F_{out}(t)}{A(h)}
\]  

(1)
where

$$F_{\text{out}}(t) = F_{\text{pump}}(t)$$  \hspace{1cm} (2)

and

$$F_{\text{in}}(t) = F_{\text{in\_meas}}(t) + F_{\text{in\_nonmeas}}(t)$$  \hspace{1cm} (3)

where $F_{\text{in\_meas}}$ are measured flows and $F_{\text{in\_nonmeas}}$ are unmeasured flows.

The liquid surface area $A$ in Eq. 1 is calculated from the assumed known geometry, and is therefore a function of the liquid level, $h$. The ellipsoidal liquid surface in the tunnel is continuously calculated by numerical integration. The dynamics of the pump is taken into account by the level controllers. In the real plant, an apparent time-delay of approximately 120 s is observed between the pump control signal $u$ and the resulting (measured) pump flow $F_{\text{pump}}$:

$$F_{\text{pump}}(t) = u(t - T_{\text{delay\_pump}})$$  \hspace{1cm} (4)

For conservative controller tuning, the pump dynamics is represented by a time-delay of $T_{\text{delay\_pump}} = 120$ s.

### 2.4 Piping and Instrumentation Diagram (P&I diagram)

Figure 2 shows a P&I diagram of the level control system. The flow at Vækerø is measured. Vækerø is situated approximately 15 km upstreams the plant. The flow at Vækerø constitutes the main inflow component to the plant, counting for 70-80% of the total tunnel inflow. This flow arrives at the plant with a transportation time (time-delay) of approximately 3.0 h, but smoothed, so the transportation time is not well-defined. The smoothing is represented with a time constant low pass filter with an estimated time constant of 1 h. The Vækerø flow measurement is used in simulations. However, it is not used by the controllers in the real implementations in this study due to the uncertain information about its contribution to the actual inflow to the basin, as pointed out above.

### 3 Controllers

Two different controllers are used in this study, namely (a) PI control and (b) MPC.

#### 3.1 PI controller

A standard PI controller (Seborg et al., 2004) is used:

$$u(t) = K_c e(t) + K_i \int_0^t e(\theta) d\theta$$  \hspace{1cm} (5)

The PI controller is tuned with the Skogestad method (Skogestad, 2003) for “integrator plus time-delay” process dynamics, but with a modification where the integral time, $T_i$, is reduced to obtain faster disturbance compensation (Haugen and Lie, 2013). In general, the following differential equation can represent such dynamics:

$$\dot{y} = K_c u(t - \tau)$$  \hspace{1cm} (6)

By neglecting $F_{\text{in}}$, the process model, Eqs. 1 - 4, is on the form of Eq. 6 with

$$y = h$$

$$u = F_{\text{pump}}$$

$$K_i = -\frac{1}{A}$$  \hspace{1cm} (7)

The Skogestad PI settings for the model Eq. 6 are:

$$K_c = \frac{1}{K_i(T_c + \tau)} = \frac{A}{T_c + \tau}$$  \hspace{1cm} (8)
where $T_c$ is the closed (control) loop time constant specified by the user. In general, the PI controller can be tuned for satisfactory performance using $T_c$ as follows: By increasing $T_c$, the control systems typically becomes more sluggish: The control signal becomes smoother, and the control error becomes larger. On the other side, by decreasing the closed loop time-constant, the control systems typically becomes more aggressive (faster): The control signal varies more abruptly, and the control error becomes smaller.

### 3.2 MPC with Kalman Filter

A nonlinear MPC is used (Grüne and Pannek, 2011). The optimization (minimization) problem of the MPC used in this study is\(^2\)

$$
\min_u \left[ J = \int_{t_0}^{t_f + T_p} C_1 e(t)^2 + C_2 \dot{u}(t)^2 \, dt \right] 
$$

The optimization or decision function, $J$, is here on a continuous-time form, a corresponding discrete-time form is of course used in the computer implementation.

The MPC takes into account level constraints and control variable (pump flow) constraints. MATLAB’s fmincon function is used as optimization function.

**Kalman Filter.** The estimate of the total of the unmeasured flows is calculated with an Extended Kalman Filter (EKF) (Simon, 2006) based on the process model, Eqs. 1 – 3 with total unmeasured flow, $F_{\text{unmeas}}$, modelled as a “random walk” augmentation state variable. The time delay in Eq. 4 was neglected as it is assumed to have negligible effect on the estimates.

To summarize, the model used in the EKF comprises the following two differential equations:

$$
\dot{\bar{h}} = \frac{F_{\text{inmeas}} + F_{\text{unmeas}} - F_{\text{pump}}}{A(h)} + w_1
$$

$$
F_{\text{unmeas}} = 0 + w_2
$$

where $w_1$ and $w_2$ are random process disturbances.

The process output measurement used by the EKF to correct the predicted state estimate is the measured level.

The process measurement noise covariance was set to

$$
R = \begin{bmatrix} 0.1 & 0 \\ 0 & 10^{-6} \end{bmatrix}
$$

and the process disturbance covariance was set to

$$
Q = \begin{bmatrix} 0.1 & 0 \\ 0 & 10^{-6} \end{bmatrix}
$$

In the tuning, $R$ and $Q(1,1)$ were fixed to more or less random values, and then $Q(2,2)$ was used as the ultimate tuning parameter since it directly affects the estimate of $F_{\text{unmeas}}$. $Q(2,2)$ was adjusted by trial-and-error to give a sufficiently fast while not too noisy flow estimate. $R$ might have been set to the variance of representative time-series of the level measurement, but this was not implemented. In practice, it is mainly the ratio between the variances that determines the behaviour of the estimator.

---

\(^2\)Although the objective function, $J$, is here on a continuous-time form, a corresponding discrete-time form is of course used in the computer implementation.
4 Results

4.1 Real PI level control with original PI settings

Figure 3 shows real responses with the following original PI controller settings (before the retuning presented in this article):

\[ K_c = -3200 \text{ (L/s) / m, } T_i = 1000 \text{ s} \]  \hspace{1cm} (15)

which have been found with trial and error. The level set-point is 1.8 m. The absolute value of the rate of change of the pump flow, \( |\dot{u}| \), becomes substantially larger than the specified maximum of 20 (L/s)/min. The fraction of time that \( |\dot{u}| \) is larger than 20 (L/s)/min is 57 %.

4.2 Simulated level control with retuned PI controller

The simulator was driven by real flow measurements. The PI controller was tuned with the Skogestad method with \( T_c = 1000 \) s adjusted by trial and error on the simulator to satisfy the specifications. The resulting PI settings are:

\[ K_c = -2000 \text{ (L/s) / m, } T_i = 2000 \text{ s} \]  \hspace{1cm} (16)

The simulated responses are shown in Figure 3 (together with responses with MPC). The specification to the rate of change of pump flow is met, see the lower plot in Figure 4. Also, the level is within the limits.

4.3 Simulated level control with MPC

The MPC was tuned with \( C_1 = 1 \) (fixed) and \( C_2 = 0.05 \) by trial and error. The time step was 120 sec, and the prediction horizon was 30 minutes, corresponding to 15 time steps. Control signal blocking with \( N_p = 3 \) blocks of equal size (5 time steps) was implemented. The pump time-constant filter was set by trial and error to \( T_{pump} = 700 \) s.

The simulated responses are shown in Figure 4. The specification to the rate of change of pump flow is met except for a small time interval around time \( t = 6 \) h, see the lower plot in Figure 4. The level is within the limits except for a small time interval around \( t = 14 \) h.

4.4 Real level control with retuned PI controller

A retuned PI level controller was applied to the real plant. The retuning was based on the Skogestad method. It was decided to increase the normal level setpoint from originally 1.8 m to 2.3 m. This level increase implies that the liquid surface area, \( A \), increases, thereby reducing the process gain. The reduction of the process gain allows for a more relaxed PI tuning (larger \( T_c \)).

The Skogestad tuning was based on the specification \( T_c = 1500 \) s. A time-delay of \( T_{delay_{pump}} = 120 \) s was included in the process model to account for pump control dynamics. The liquid surface area was fixed to \( A = 2000 \) m\(^2\) in the tuning, which is approximately the area at the operating point of level \( h = 1.8 \) m.

The resulting tuning became

\[ K_c = -1240 \text{ (L/s) / m, } T_i = 3240 \text{ s} \]  \hspace{1cm} (17)

Figure 5 shows the results on the real plant. As seen from the lower plot, the specifications to the maximum rate of the pump flow is satisfied.

The PI settings above are now (as of May 2018) in ordinary use at the plant.
4.5 Real level control with MPC

Due to practical reasons, only initial results of MPC level control applied to the real plant can be shown in this article. Both a simulation study similar to the study presented above, and real tests were accomplished. Both these tests were accomplished without including the lowpass filter to smooth the pump flow. The MPC pump control signal showed abrupt changes at the points of time when the MPC decided to change the control signal, see Figure 6. The control signal resembles a piecewise constant signal. This behaviour is actually understandable since $\dot{u}(t)$ is zero except at the short transitions, making the rate of change term, $\ddot{u}(t)$, in the MPC objective relatively small.

Several solutions were tried to mitigate the abrupt control signal changes. The best solution turned out to be the pump lowpass filter, but from these tests, we only have simulation results, cf. Section 4.3. Unfortunately, the equipment was not longer available for a practical test which might have confirmed the good simulation results with the improved MPC.

5 Conclusions

Successful averaging level control was obtained with a PI controller tuned with the Skogestad tuning method, both on the simulated plant and on the real plant.

The first implementation of MPC for averaging level control applied to the real plant was not successful as the pump flow pattern generated by the controller showed abrupt changes between the time intervals of piecewise constant flow. By including a lowpass filter on the control signal in the MPC model, successful control was eventually obtained with MPC – on the simulated plant. Unfortunately, due to practical reasons, this successful MPC implementation could not be tested on the real plant.

This study has demonstrated, to the author and to the staff at the plant, the power of using a dynamic simulator for tuning and testing control systems.

In the hindsight, one lesson to learn from this study is that enough time should be allocated to, hopefully, obtain satisfying simulation-based tests before testing the controller on the real plant.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>[Unit]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>[m$^2$]</td>
<td>Surface area of liquid</td>
</tr>
<tr>
<td>$C_1$, $C_2$</td>
<td>-</td>
<td>Cost coefficients of MPC</td>
</tr>
<tr>
<td>$e$</td>
<td>-</td>
<td>Control error</td>
</tr>
<tr>
<td>$F_{in}$</td>
<td>[L/s]</td>
<td>Total inflow to the basin</td>
</tr>
<tr>
<td>$F_{in\text{meas}}$</td>
<td>[L/s]</td>
<td>Total measured inflows to the basin</td>
</tr>
<tr>
<td>$F_{in\text{nonmeas}}$</td>
<td>[L/s]</td>
<td>Total unmeasured inflows to the basin</td>
</tr>
<tr>
<td>$F_{out}$</td>
<td>[L/s]</td>
<td>Total outflow of the basin</td>
</tr>
<tr>
<td>$F_{pump}$</td>
<td>[L/s]</td>
<td>Total basin pump flow</td>
</tr>
<tr>
<td>$h$</td>
<td>[m]</td>
<td>Water level of basin</td>
</tr>
<tr>
<td>$h_{sp}$</td>
<td>[m]</td>
<td>Setpoint of water level of basin</td>
</tr>
<tr>
<td>$K_c$</td>
<td>[(L/s)/m]</td>
<td>Gain of PI controller</td>
</tr>
<tr>
<td>$K_i$</td>
<td>-</td>
<td>Process integral gain</td>
</tr>
<tr>
<td>$N_p$</td>
<td>[1]</td>
<td>Number of MPC control signal blocks</td>
</tr>
<tr>
<td>$T_p$</td>
<td>[s]</td>
<td>Prediction horizon of MPC</td>
</tr>
<tr>
<td>$t_0$</td>
<td>[s]</td>
<td>Present point of time of MPC</td>
</tr>
<tr>
<td>$T_c$</td>
<td>[s]</td>
<td>Closed-loop time-constant (Skogestad)</td>
</tr>
<tr>
<td>$T_{delay\text{pump}}$</td>
<td>[s]</td>
<td>Approximate time-delay of basin pump</td>
</tr>
<tr>
<td>$T_i$</td>
<td>[s]</td>
<td>Integral time of PI controller</td>
</tr>
<tr>
<td>$u$</td>
<td>[L/s]</td>
<td>Control signal to the pump</td>
</tr>
<tr>
<td>$</td>
<td>\dot{u}</td>
<td>$</td>
</tr>
</tbody>
</table>

Abbreviations

<table>
<thead>
<tr>
<th>Abbr.</th>
<th>Full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>FT</td>
<td>Flow Transmitter (sensor)</td>
</tr>
<tr>
<td>LC</td>
<td>Level Controller</td>
</tr>
<tr>
<td>LT</td>
<td>Level Transmitter (sensor)</td>
</tr>
<tr>
<td>MPC</td>
<td>Model-Predictive Control</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional + Integral + Derivative</td>
</tr>
<tr>
<td>wrf</td>
<td>water resource recovery facility</td>
</tr>
</tbody>
</table>
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Abstract
How to deal with plastic waste is an important question, as it may affect both the climate and environment. A method that may be beneficial to dispose some kinds of plastic waste that cannot be material-recycled is thermochemical conversion and, more specifically, pyrolysis. To be able to optimize such a process models are important. This paper describes the results of a study where the main aim was to identify and compare existing published models identifying the important variables regarding the pyrolysis of Polyethylene (PE) and Polypropylene (PP), published in open literature, and to compare these methods with experimental data. Several models were found, of which three were chosen for implementation and further evaluation.

Two of the methods propose the use of lumped kinetic models to predict the product-composition as a function of time and temperature, while the third method uses also the particle size of the polymer as an input-variable. Comparison with analytical data shows that the models performs well when the assumptions and implications behind them are taken into account.

Keywords: Plastic Pyrolysis, Process Simulation, Feedstock Recycling

1 Introduction
Since plastics appeared in the 1950s they have changed our world forever. They are cheap to produce, durable and have a wide array of uses. However, if not being recycled properly, plastics can also be a threat to the environment, not to mention a waste of energy and materials (Pinto et al, 1999).

An option proposed, and used to a certain degree, is to recycle plastics is pyrolysis (Beili et al, 2009). This is a process where the material is heated until decomposition in absence of oxygen, yielding a wide array of lighter hydrocarbons.

Experimental results have shown that the final composition of products is highly dependent on the purity and type of polymer(s), temperature and residence time (A. Demirbaş 2005). Optimizing these relationships to give a good tradeoff between cost and product-value is important to make a process profitable, and to do this accurately and robust models are needed.

This paper describes the results of a thesis (Andersen, 2017) where one of the main aims was to find methods to model such a process, to implement and simulate these, and to compare them with experimental data. The experimental data were obtained from reported pyrolysis experiments using virgin HDPE and PP (Azuibuke, 2017).

1.1 Literature review
From a literature review several models were found and evaluated for use in the study (Csukas et al, 2013; Ding et al, 2012; Westerhout et al, 1997; Zhang et al, 2015). All the reported models were based on parameters derived experimentally. Pyrolysis is a complex process; thus, these models were based on different kinds of assumptions.

Two simplifications that were often found in the reported models were the assumption of a pure feed-material consisting of only one or two polymers, and the neglection of any heat and mass transfer resistance.

The first simplification is invalid if waste-plastic is used, as there will be some food residue, labels and possibly non-desired polymers present.

Studies (Urionabarrenechea, 2011) suggest that different polymers and/or other impurities in the feed may have a strong impact on the reaction mechanism.

Polymers have, in general, a high heat transfer resistance (i.e., thermal conductivity is low). Therefore, it was decided to investigate the validity of the second assumption further. Heat transfer resistance effects may be negligible for small particles, however plastic waste is typically ground only to a suitable size for handling in bulk quantities, and the degree of grinding is a trade-off between cost and benefit.

For the reactions’ pathways models, the kinetic parameters used in this article were derived on the assumption of a simple second order Arrhenius-mechanism.

https://doi.org/10.3384/ecp18153303
2 Materials and Methods

2.1 Kinetic Models

The commonly used polyethylene and polypropylene are stable molecules, thus the overall reaction breaking them down to smaller products will be an endothermic one. An equation for the reaction for the decomposition rate can be written as follows, assuming an Arrhenius mechanism:

\[
\frac{dX_P}{dt} = -X_P \cdot A_0 \cdot e^{-\frac{Ea}{RT}}
\]  

(1)

where \(X_P\) is the mass fraction of the polymer, \(A_0\) is the pre-exponential factor and \(Ea\) is the activation energy for the reaction. It is possible to determine the parameters for the total reaction this by measuring the decomposition rate at different temperatures to provide an Arrhenius-plot.

In order to model the production of valuable fuel components, that is, hydrocarbons with carbon numbers in the range of approx. \(C4 - C25\) a more detailed approach is needed, due to the fuel products decomposing under the same conditions as the polymer. One equation for each of these reactions can be created, but this would be an enormous task due to the sheer number of species, thus reactions, involved.

2.2 Three Lump model for HDPE and PP/PE mix

![Reaction pathway for PP suggested by (Zhang et al., 2015)](https://doi.org/10.3384/ecp18153303)

As can be seen in Figure 1 the model proposed by (Ding et al., 2012), is based on the assumption of a reaction pathway consisting of three parallel primary reactions \((k_1, k_2, k_3)\), and two secondary reactions \((k_4, k_5)\), leading to the formation of three product-lumps.

Having defined the different bulks their rates of formation/consumption may be calculated using Equation (2-6) where \(X\) means mass fraction of polymer \((P)\), light \((L)\), medium \((M)\) and heavy \((H)\) product:

\[
\frac{dX_P}{dt} = -X_P \cdot (k_1 + k_2 + k_3)
\]  

(2)

\[
\frac{dX_H}{dt} = X_P \cdot k_1 - X_H \cdot (k_4 + k_5)
\]  

(3)

\[
\frac{dX_M}{dt} = X_P \cdot k_2 + X_H \cdot k_4
\]  

(4)

\[
\frac{dX_L}{dt} = X_P \cdot k_3 + X_L \cdot k_5
\]  

(5)

Where \(k_1 - k_4\) are expressed as:

\[
k_i = A_{oi} \cdot e^{\frac{Ea}{RT}}
\]  

(6)

Assuming there is only polymer present initially, the initial conditions can be expressed as:

\[
X_P(0) = 1, X_{H,0} = X_{M,0} = X_{L,0} = 0
\]

In order to estimate the Arrhenius parameters, some experimentally-derived rate constants were published in the same article, and an Arrhenius-plot were done on these.

The results of these plots showed a variable degree of linearity. An explanation for this may a reaction order that varies as a function of conversion, as suggested by (Westerhout et al., 1997).

2.3 Six Step model for Polypropylene

Figure 2 Reaction pathway for PP suggested by (Zhang et al., 2015)

This model, proposed by (Zhang et al., 2015) is based on the assumption of 3 products lumps, gas, liquid, wax, 3 primary reactions \((k_1, k_2, k_3)\) and 3 secondary reactions \((k_4, k_5, k_6)\).

This reaction pathway thus gives the following set of equations where \(X\) denotes mass fraction of the polymer \((P)\), liquid \((L)\), wax \((W)\) and gas \((G)\):

\[
\frac{dX_P}{dt} = -X_P \cdot (k_1 + k_2 + k_3)
\]  

(7)

\[
\frac{dX_L}{dt} = X_P \cdot k_2 + X_W \cdot k_4 - X_L \cdot k_6
\]  

(8)

\[
\frac{dX_W}{dt} = X_P \cdot k_1 - X_W \cdot (k_5 + k_6)
\]  

(9)

\[
\frac{dX_G}{dt} = X_P \cdot k_3 + X_L \cdot k_6 + X_L \cdot k_5
\]  

(10)
2.4 Heat transfer model

The third model implemented in this study is a heat transfer model (Westerhout et al., 1997). The model is based on an energy balance of a single particle, as can be seen below.

\[
\rho_p c_{pp} \frac{\partial T_p}{\partial t} = k_p x^y \frac{1}{\partial x} \frac{\partial (x^y \frac{\partial T_p}{\partial x})}{\partial x} - \frac{\partial \xi}{\partial t} \rho_p \Delta H_r \tag{11}
\]

Where the meaning of the symbols is explained in Table 1:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description [Unit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_p )</td>
<td>Density of the particle [kg/m(^3)]</td>
</tr>
<tr>
<td>( \rho_{p0} )</td>
<td>Density at t=0 [kg/m(^3)]</td>
</tr>
<tr>
<td>( x )</td>
<td>Radial coordinate of the particle [m]</td>
</tr>
<tr>
<td>( \xi )</td>
<td>Conversion [-]</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Geometric factor [-]</td>
</tr>
<tr>
<td>( H_p )</td>
<td>Heat of reaction [J/kg]</td>
</tr>
<tr>
<td>( c_{pp} )</td>
<td>Heat capacity [J/kg K]</td>
</tr>
<tr>
<td>( k_p )</td>
<td>Conductive transfer coefficient [W/m(^2) K]</td>
</tr>
<tr>
<td>( T_p )</td>
<td>Temperature of particle [K]</td>
</tr>
<tr>
<td>( T_s )</td>
<td>Temperature of surroundings [K]</td>
</tr>
<tr>
<td>( h )</td>
<td>Convective transfer coefficient [W/m(^2) K]</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Emissivity [W/m(^2) K(^4)]</td>
</tr>
</tbody>
</table>

Assuming the volume to be constant \( x^y \), and only the density decreasing as the reactions occur within the particle, e.g. particle getting more porous as the reaction takes place thorough the constant volume, the \( x^y \) can be taken out of the derivative and canceled against \( 1/x^y \).

To simplify:

\[
\frac{k_p}{\rho_p c_{pp}} = r \tag{12}
\]

And

\[
\rho_p = \rho_{p0}(1 - \xi) \tag{14}
\]

Assuming Arrhenius kinetics, the mass balance can then be formulated as:

\[
\frac{\partial \xi}{\partial t} = A_0 \cdot e^{-\frac{E_a}{k_p}} \cdot (1 - \xi) \tag{15}
\]

With the following boundary and initial conditions:

\[
t = 0 \ \forall \ x = T_p = T_0 \ \cap \ \xi = 0 \tag{16}
\]

\[
x = 0 \ \forall \ t \ \frac{\partial T_p}{\partial x} = 0 \tag{17}
\]

\[
x = r_p \forall t \ \frac{\partial T_p}{\partial x} = \frac{h}{k_p}(T_s - T_{p,x=xp}) + \epsilon \sigma (T_s^4 - T_{p,x=xp}^4) \tag{18}
\]

After combining, the equation is then discretized in time and space:

\[
T_{p,n+1}^i = bT_{p,n+1}^i - (1 - 2b)T_{p,n}^i + bT_{p,n-1}^i - \frac{\rho_p \Delta H_r}{k_p}(A_0 \cdot e^{-\frac{E_a}{k_p}} \cdot (1 - \xi)) \tag{19}
\]

The initial condition is

\[
T(0,x) = T_0
\]

The Neumann boundary conditions are:

\[
x = r_p \forall t \ \frac{\partial T_p}{\partial x} = \frac{h}{k_p}(T_s - T_{p,x=xp}) + \epsilon \sigma (T_s^4 - T_{p,x=xp}^4) \tag{20}
\]

3 Results and Discussions

3.1 Kinetic Models

![Graph of results of kinetic models for PP at 400 C.]

Figure 3 - Results of kinetic models for PP at 400 C.

As can be seen in Figure 3 the model gives results in the range of what can be expected from pyrolysis at these temperatures. These plots, being a function of both the primary and secondary reactions is difficult to validate without suitable experimental data tailored to fit the model. This is especially due to the fact that two
similar phases at high temperatures are present (wax and liquid), and because the exact composition and physical properties were poorly defined in the literature where the kinetic data was sourced from.

In order to validate the model, TGA (ThermoGravimetric Analysis) data were used. The data was sourced from the thesis of (A. Azuibuke, 2017). Thermogravimetric analysis works by measuring the mass of a sample while the temperature is ramped.

Hence, if the rate of decomposition of the polymer can be validated against the TGA-data, this should at least validate that the total magnitude of the primary reactions is correct.

Part of the difference between the model predicted TGA and the experimental results, can be attributed to the difference in conditions in a TGA meter and a pyrolysis reactor/autoclave which the kinetic data has been sourced from.

Figure 4 - Comparison between PP model and TGA. 10°C/min rate.

The comparison of experimentally obtained TGA-data with the TGA modeling results from the 3-step model for PP are shown in Figure 6

Figure 6 - Comparison between HDPE model and TGA. 10°C/min rate.

The HDPE-model was also validated against TGA-data sourced from (A. Azuibuke, 2017). As can be seen in Figure 6 it shows a similar magnitude of accuracy as the PP-model

3.2 Thermal model

As with the pure kinetic model the thermal model were also compared with TGA-data from (A. Azuibuke, 2017). The polymer pellets were almost spherical and the average diameter (1-3mm) as used as a parameter in the model. In Figure 7 the results of a comparison between the model and TGA results can be seen for HDPE.

Figure 7 - Comparison between HDPE model and TGA. 10°C/min rate.

Results of the HDPE-model can be seen in Figure 5. As can be seen, it decomposes somewhat slower, even though the temperature is higher than for the PP-simulation. This is can be explained due to PP having a more branched structure than PE, making it more prone to breaking apart.
In Figure 8 the results of the comparison of between the model and TGA-results can be seen for PP. Since both the pure kinetic model and this model is using the same kinetic parameters this implies that it is important to take heat transfer resistance in to account when modeling polymer pyrolysis. It is probably also possible that heat transfer resistance will affect the composition of the products as many of the species will be prone to decompose by means of the same kind of mechanisms as the polymer itself.

In Table 2 the % deviation between the thermal models and the TGA-results can be seen.

### Table 2 - % Deviation of 90% conversion temperature between models and TGA for two heating rates.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Rate 10°/min</th>
<th>Rate 20°/min</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP - Model</td>
<td>1.74</td>
<td>6.20</td>
</tr>
<tr>
<td>HDPE - Model</td>
<td>2.37</td>
<td>6.64</td>
</tr>
</tbody>
</table>

### 4 Conclusions

It can be concluded that the decomposition of pure polymers by pyrolysis can be modeled with a good (~90-95%) accuracy using models can be found in open literature. With larger particles (1 mm+) and/or high temperature it is also important to model heat transfer resistance to get accurate results. If more accurate results are sought more complex models will be needed to account for factors such as variable reaction order, feed composition and structure, and in general the complexity of the multiple radical type of reactions that makes up the pathway between reactant and product.

The models presented in this report could be used together with the energy balance, operation cost estimations and products values, to find the optimal residence time that maximizes the profit for the pyrolysis process. However, to estimate this further work is recommended as the product fractions would probably have to be more precisely defined in terms of fuel-value, and the models’ robustness towards non-idealities such as impurities commonly found in plastic waste should be evaluated.
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Abstract
Intelligent methodologies provide a good basis for multimodel simulation. Small, specialised systems have a large number of feasible solutions, but developing truly adaptive, and still understandable, systems for highly complex systems require domain expertise and more compact approaches at the basic level. The nonlinear scaling approach extends the application areas of linear methodologies to nonlinear modelling and reduces the need for decomposition with local models. Fuzzy set systems provide a good basis for understandable models for decomposed systems. Data-based methodologies are suitable for developing these adaptive applications via the following steps: variable analysis, linear models and intelligent extensions. Complex problems are solved level by level to keep the domain expertise as an essential part of the solution.

Keywords: nonlinear systems, intelligent methods, composite local modelling, linguistic equations, fuzzy logic

1 Introduction

Models are understood as relationships between variables and used to predict properties or behaviour of the system. Variable interactions and nonlinearities are important in extending the operation areas (Juuso, 2004a). Phenomenological models based on physics, chemistry and mathematics require domain expertise (Figure 1). Linear methodologies extended with principal components (Jolliffe, 2002; Gerlach et al., 1979) and semi-physical models (Ljung, 1999) provide a feasible solution for many applications. Nonlinearities have been handled commonly with interaction and quadratic terms (Box and Wilson, 1951). Linear parameter varying (LPV) extend these solutions to decomposed systems (Hjartarson et al., 2015; Theis et al., 2018).

Artificial neural networks (ANNs) starting from (Rumelhart et al., 1986) continue this by using more complex architectures with deep learning for complicated interactions within different sources of varying data (Schmidhuber, 2015). Big data analytics and deep learning are in high focus in data science (Najafabadi et al., 2015).

Knowledge-based information can be handled with fuzzy set systems introduced by Zadeh (1965): numerous methodologies have been developed, see (Takagi and Sugeno, 1985; Driankov et al., 1993; Dubois et al., 1999), and combined with neural networks (Fullér, 2000). Different fuzzy approaches can be efficiently combined (Juuso, 2014).

First order ordinary differential equations are solved by numerical integration and special solutions have been developed for identification (Ljung, 1999). These approaches, which are also used in fuzzy set systems (Babuška and Verbruggen, 2003) and low complexity neural networks (Sahoo et al., 2013), define structures for hybrid dynamic models (Figure 1). Local models need to be combined in complex systems (Sontag, 1981; Ljung, 2008; Jardine et al., 2006).

The linguistic equation (LE) approach originates from fuzzy set systems (Juuso and Leiviskä, 1992): rule sets are replaced with equations, and meanings of the variables are handled with scaling functions which have close connections to membership functions (Juuso, 1999a). The nonlinear scaling technique is needed in constructing nonlinear models with linear equations (Juuso, 2004a). Constraints handling (Juuso, 2009a) and data-based analysis (Juuso and Lahdelma, 2010), improve possibilities to update the scaling functions recursively (Juuso, 2011). The LE approach together with knowledge-based systems, neural networks and evolutionary computation form the computational intelligence part (Figure 1).

Three levels of smart adaptive systems (SAS) are identified in (Anguita, 2001): (1) adaptation to a changing environment, (2) adaptation to a similar setting without explicitly being ported to it, and (3) adaptation to a new or unknown application. The smart use of intelligence by integrating specific intelligent systems is essential in the development of complex adaptive applications. Implementation of smart adaptive systems on silicon has been proposed to to adapt perceptual and cognitive tasks autonomously to the changing environment (Valle, 2004).

Technically, an automatic black box modelling could be possible in various big data problems by using combinations of these methodologies. The domain expertise is an essential part in integrated solutions to understand and assess the applicability. This paper classifies modelling methodologies and focuses on the nonlinear scaling and integrates the LE approach into the modelling applications for complex systems. Various applications are shortly discussed.

This paper focuses on the LE modelling approach enhanced with statistical and knowledge-based methodologies within decomposed systems (Section 2). Different methodologies are combined in the multimodel LE simulation (Section 3). Various applications summarised in Section 4 are discussed in Section 5. Conclusions and future research presented in Section 6.
2 Modelling methodologies

The modelling methodologies include statistical analysis, knowledge-based methodologies and decomposition solutions.

2.1 Statistical analysis

Nonlinear scaling and steady-state statistical modelling with linear methodologies are the basis of the LE modelling. Dynamic modelling introduces additional model structures.

2.1.1 Nonlinear scaling

The nonlinearities of the process are handled by the nonlinear scaling of the variables. The scaling functions are monotonously increasing functions \( x_j = f(X_j) \) where \( x_j \) is the variable and \( X_j \) the corresponding scaled variable. The function \( f() \) consist of two second order polynomials, one for the negative values of \( X_j \) and one for the positive values, respectively. The corresponding inverse functions \( x_j = f^{-1}(X_j) \) based on square root functions are used for scaling to the range \([-2, 2]\), denoted linguistification. In LE models, the results are scaled to the real values by using the function \( f() \). (Juuso, 2004a)

The support area is defined by the minimum and maximum values of the variable, i.e. the support area is \([\min(x_j), \max(x_j)]\) for each variable \( j, j = 1, \ldots, m \). The central tendency value, \( c_j \), divides the support area into two parts, and the core area is defined by the central tendency values of the lower and the upper part, \((c_l)_j\) and \((c_h)_j\), correspondingly. This means that the core area of the variable \( j \) defined by \([ (c_l)_j, (c_h)_j ] \) is within the support area. The parameters of the functions are extracted from measurements by using generalised norms and moments (Juuso and Lahdelma, 2010).

2.1.2 Steady-state modelling

The steady-state simulation models are linear multiple input, multiple output (MIMO) models \( \tilde{y} = F(\tilde{x}) \), where the output vector \( \tilde{y} = (y_1, y_2, \ldots, y_n) \) is calculated by a linear function \( F \) from the input vector \( \tilde{x} = (x_1, x_2, \ldots, x_m) \). Statistical modelling in its basic form uses linear regression for solving coefficients for a linear function. Linear methodologies are suitable for large multivariable systems. Quadratic and interactive terms are not used here. Principal components compress the data by reducing the number of dimensions with a minor loss of information (Jolliffe, 2002). Partial least squares regression (PLS) is an extension of these ideas (Gerlach et al., 1979). Known semi-physical models of inputs are important in linear modelling, see (Ljung, 1999).

2.1.3 Dynamic modelling

Data-driven modelling with parametric models, also known as identification (Ljung, 1999), is the key methodology in the dynamic modelling (Figure 1). Nonlinear scaling reduces the number of input and output signals needed for the modelling of nonlinear systems. For the default LE model, all the degrees of the polynomials become very low:

\[ Y(t) + a_1Y(t-1) = b_1U(t-n_k) + e(t) \quad (1) \]

for the scaled variables \( Y \) and \( U \). Phenomenological models can be integrated with these solutions.

2.2 Knowledge-based methodologies

Knowledge-based information can be introduced by fuzzy logic which emerged from approximate reasoning: the connection of fuzzy rule-based systems and artificial intelligence (AI) is clear, e.g. the vocabulary of AI is kept in fuzzy logic (Dubois et al., 1999). Fuzzy set theory first presented by Zadeh (1965) form a conceptual framework for linguistically represented knowledge.

Domain expertise can be combined with statistical models with following fuzzy methodologies:

- **Linguistic fuzzy models** (Driankov et al., 1993), where both, the antecedent and consequent are fuzzy propositions, suit well for natural language, heuristics and common sense knowledge.
- **Takagi-Sugeno (TS) fuzzy models** (Takagi and Sugeno, 1985), where each consequent \( y_i, i = 1, \ldots, n \), is a crisp function of the antecedent variables \( \tilde{x} \), can integrate local linear models. A smoothing technique is needed for drastically different local models (Babuška, 1998).
- **Singleton models** can be regarded as special cases of both the linguistic fuzzy models and the TS fuzzy models.

The extension principle is the basic generalisation of the arithmetic operations if the inductive mapping \( F(x_j) \) is a monotonously increasing function of the input. The interval arithmetic presented by Moore (1966) is used together with the extension principle on several membership
\(\alpha\)-cuts of the fuzzy number \(x_j\) for evaluating fuzzy expressions (Buckley and Qu, 1990; Buckley and Hayashi, 1999; Buckley and Feuring, 2000). The fuzzy sets can be modified by intensifying or weakening modifiers (De Cock and Kerre, 2004; Le and Tran, 2018).

Type-2 fuzzy models introduced by Zadeh (1975) take into account uncertainty about the membership function (Mendel, 2007; Sadeghian et al., 2013).

Dynamic fuzzy models use the same parametric structures as the statistical models (Babuška and Verbruggen, 2003; Sahoo et al., 2013).

### 2.3 Decomposition

Decomposition is needed to extend the solutions to different subprocesses, process phases, phenomena and multiple operating conditions.

#### 2.3.1 Subsystems

Modelling problems are divided into smaller parts for developing separate models for subprocesses or different stages in the process operation interconnected with process streams. In addition to spatial or logical blocks, the decomposed modelling can be based on different frequency ranges. Cluster analysis provides hundreds of algorithms for the data-driven analysis (Xu and Tian, 2015). The mixed systems may also include models based on the first principles. Clustering is used in the data analytics to find feasible areas for local models.

#### 2.3.2 Composite local models

The composite local model approach constructs a global model from local models, which usually are linear approximations of the nonlinear system in different neighbourhoods. If the partitioning is based on a measured regime variable, the partitioning can be used in weighting the local models. In linear parameter varying (LPV) models, the matrices of the state-space models depend on an exogenous variable measured during the operation (Hjartarson et al., 2015; Theis et al., 2018). Piecewise affine (PWA) systems extend the local linear models to a polyhedral partition where the models can be state-space or parametric models (Christophersen, 2007). The model switches between different modes as the state variable varies over the partition. However, a high number of local models brings an overfitting risk.

#### 2.3.3 Intelligent systems

Composite local models enhanced with fuzzy set systems form feasible solutions to handle partially overlapping models. Fuzzy models combine local modelling approaches and facilitate gradual changes. The smoothing problem around the submodel borders of Takagi-Sugeno (TS) fuzzy models needs special techniques, e.g. smoothing maximum, or by making the area overlap very strong. The ANFIS method (Jang, 1993) is widely used in the tuning of TS fuzzy systems, but it increases the overlap of clusters and destroys the meanings of the individual linear models, e.g. the role of some submodels may transform into a part of a smoothing algorithm. A Kalman-based learning algorithm has been proposed for online TS identification (Vafamand et al., 2018).

In multiple neural network systems, the task decomposition and an ensemble of redundant networks improve generalisation. Ensemble averaging is the process of creating multiple models and combining them to produce a desired output. Multimodel ensemble methods are important in deep neural networks (Xiao et al., 2018).

### 3 Multimodel LE simulation

A multimodel approach has been developed for combining specialised linguistic equation (LE) submodels where the nonlinear scaling need to be done by a set of functions due to very strong nonlinearities. Additional properties are achieved because equations and delays are allowed to vary between different submodels. In this multimodel approach, the working area is defined by a separate working point model. The submodels are developed using the case-based modelling approach.

#### 3.1 Fuzzy LE models

The multimodel system contains several submodels and a fuzzy decision system for selecting and weighting suitable models for each situation using several working point variables. If several inputs are combined into a single working point index, the fuzzy set system is reduced to a fuzzification block.

Linguistic Takagi-Sugeno fuzzy models (LTS) belong to this class of models with one limitation: the fuzzy partition is defined with the same variables as the models. As LE models are nonlinear, the local models are also nonlinear. LTS models can be developed and tuned with the same methods as the normal TS models with one difference: the variable values are scaled with the nonlinear scaling functions. Correspondingly, the LTS models extend the normal LE model by handling the equation part with a fuzzy set system.

![Multimodel LE system with a fuzzy decision module](https://doi.org/10.3384/ecp18153308)
Table 1. Steady-state LE model applications.

<table>
<thead>
<tr>
<th>Case</th>
<th>Application area</th>
<th>Modelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric furnace</td>
<td>DSS for process design</td>
<td>Nonlinear models transformed to LE models</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interactions</td>
</tr>
<tr>
<td>Lime kiln</td>
<td>Feedforward control</td>
<td>Fuel feed in changing capacity conditions</td>
</tr>
<tr>
<td>Solar collector field</td>
<td>Control adaptation</td>
<td>Steady-state working point model:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irradiation, temperature difference,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>special cases with fuzzy set systems</td>
</tr>
<tr>
<td>Continuous cooking</td>
<td>Quality control</td>
<td>Quality forecasting</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Stress contributions</td>
<td>LE based stress-cycle curve</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2nd order and logarithmic scaling</td>
</tr>
<tr>
<td>Water treatment</td>
<td>Feedforward control</td>
<td>Turbidity for control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forecasting residual aluminium</td>
</tr>
<tr>
<td>Wastewater treatment</td>
<td>Diagnostics</td>
<td>Operating conditions</td>
</tr>
</tbody>
</table>

Table 2. Dynamic LE model applications.

<table>
<thead>
<tr>
<th>Case</th>
<th>Application area</th>
<th>Modelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas furnace</td>
<td>Modelling</td>
<td>Tuning: training, validation, testing</td>
</tr>
<tr>
<td>Solar collector field</td>
<td>Controller tuning</td>
<td>Time varying transport delay</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cloudy periods</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Forecasting fatigue risk</td>
<td>Cumulative sum of stress contributions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rolling mill, LHD machines</td>
</tr>
<tr>
<td>Water treatment</td>
<td>Controller tuning</td>
<td>Water quality indicator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water circulation, Drinking water</td>
</tr>
<tr>
<td>Condition monitoring</td>
<td>Prognostics</td>
<td>Recursive tuning</td>
</tr>
</tbody>
</table>

3.2 Nonlinear parameter (NPV) models

The LE models are defined by the parameters of the scaling functions and the coefficients of the interaction models. The idea of the exogenous variables can be used for these parameters, which opens a set of new modelling approaches for the nonlinear parameter (NPV) varying models. There are three levels of complexity: (1) individual scaling functions are compressed or expanded, (2) the shape of the functions is modified, and (3) also the coefficients of the equations are modified.

Clustering methodologies are used for finding areas for the submodels. The clustering variables define the operating conditions are not necessarily included in the submodels.

3.3 Genetic tuning

Evolutionary computing is widely used to tune intelligent systems which incorporate expert knowledge with data. Genetic algorithms are well suited for LE models based on nonlinear scaling and linear interactions. The scaling functions handle efficiently the parameter constraints of the monotonously increasing second order polynomials and the whole system is configured with a set of parameters. (Juuso, 2009a)

4 Applications

Nonlinear scaling forms the basis for the LE modelling: an important benefit of the linear approach is that the models can be inverted, technicallty to any direction. The compact basic solution makes extensions to dynamic and case-based systems possible. Complex models for steady-state and dynamic systems can be built with the cascade and interactive structures.

4.1 Steady-state LE models

Steady-state LE models are mainly used in adaptation and feedforward control (Table 1). In most cases, the models include only a single linear equation. The first LE model developed for designing submerged arc furnaces was an exception which used well known relations represented by five equations (Juuso and Leiviskä, 1992). A steady-state LE model was developed in an early control application from the process measurements of a lime kiln (Juuso et al., 1997). For continuous cooking, a LE model has been developed for predicting the Kappa number, which is widely used quality variable (Leiviskä et al., 2001).

The working point model presented in (Juuso et al., 1998) is still an essential part of the model-based LE control of a solar power plant (Juuso and Yebra, 2013). Stress-cycle (S-N) curves, also known as Wöhler curves, are rep-
Table 3. Decomposed LE model applications.

<table>
<thead>
<tr>
<th>Case</th>
<th>Application area</th>
<th>Modelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lime kiln</td>
<td>Fuel quality</td>
<td>Controller tuning by using multiple models</td>
</tr>
<tr>
<td></td>
<td>Adaptive control</td>
<td></td>
</tr>
<tr>
<td>Solar collector field</td>
<td>Controller tuning for oil flow</td>
<td>Models for different operating conditions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distributed parameter models</td>
</tr>
<tr>
<td>Batch cooking</td>
<td>On-line forecasting</td>
<td>Three interactive models: alkali, lignin and dissolved solids</td>
</tr>
<tr>
<td>Fluidised bed granulation</td>
<td>Forecasting</td>
<td>Three interactive models: temperature, humidity and granular size</td>
</tr>
<tr>
<td>Fed-batch fermentation</td>
<td>On-line forecasting</td>
<td>Submodels of three growth phases, each including three interactive models,</td>
</tr>
<tr>
<td>Wastewater treatment</td>
<td>Detection of operating conditions</td>
<td>totally nine interactive models</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Three submodels: load, treatment and settling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trend analysis</td>
</tr>
</tbody>
</table>

represented by a linguistic equation (Juuso and Ruusunen, 2013).

In drinking water applications, models have been developed for forecasting and control (Tomperi et al., 2013). Operating conditions are detected in diagnosing the wastewater treatment process (Juuso and Laakso, 2013).

4.2 Dynamic LE models

The basic dynamic LE model is represented by the parametric model (1) with an appropriate number of variables. The approach was first tested in a gas furnace data provided by (Box and Jenkins, 1970). The dynamic models of the solar plant are based on test campaigns, which cannot be planned in detail because of changing weather conditions (Juuso, 2003a). The basic dynamic flotation model is the core of the quality indicator in water treatment (Ainali et al., 2002; Joensuu et al., 2005). A dynamic LE model has been used for the fatigue prediction in (Juuso and Ruusunen, 2013). In all these models, only one equation is needed. The applications are indirect measurements and controller tuning (Table 2). Drinking water applications focus on model-based control and forecasting (Tomperi et al., 2016). Trend analysis is important in the wastewater treatment (Tomperi et al., 2017).

4.3 Decomposition in LE models

The multimodel LE system can include several submodels and complex interactions (Table 3). All basic models are represented by the model (1) with an appropriate number of variables.

The model with a fuzzy decision module was first used for a lime kiln (Juuso, 1999b) and then for a solar thermal power plant (Juuso, 2003a). The lime kiln model had six operating areas defined by the production level and the trend of the fuel feed (increasing, decreasing). The model of the collector field includes four operating areas: startup, low, normal and high operation. For handling special situations in the solar plant, additional fuzzy models have been developed by using the Fuzzy-ROSA method (Juuso et al., 2000). Interactive dynamic models were needed in several cases: batch cooking (Juuso, 2003b), fluidised bed granulator (Mäki et al., 2004), industrial fed-batch fermenter (Saarela et al., 2003) and wastewater treatment (Juuso et al., 2009). Linguistic equations, neural networks and fuzzy modelling with several variants have been compared by using the process data obtained from the fed-batch fermenter.

4.4 Distributed parameter LE models

In the distributed parameter models, the solar collector field is divided into modules, where the dynamic LE models are applied in a distributed way (Juuso, 2004b). The same single equation model (1) with an appropriate number of variables is used in all modules. Element locations for partial differential equations (PDEs) are defined by the flow rate. In cloudy conditions, the heating effect can be strongly uneven.

5 Discussion

The nonlinear scaling methodology is the key in the extensions of the linear methodologies. Steady-state models form the basis and extended to dynamic applications with additional structures. Several steady-state and dynamic models are combined with fuzzy set systems. The ensemble averaging could be used in the neural computing with linear networks. Distributed parameter systems can use the same algorithms. All the applications discussed in Section 4 use the scaling functions explained in Section 2.1.1 have been developed before the current data-based analysis. Clustering is used in finding the areas of the submodels.

All parameters of the multimodel LE systems can be tuned with genetic algorithms. Constraints are taken into account in the coding which means that penalties are not needed in the optimisation.
The variable specific recursive analysis of the parameters of the scaling functions is feasible for the machine learning phase. The multimodel structure facilitates deep learning extensions.

6 Conclusions

The nonlinear scaling approach extends the application areas of linear methodologies to nonlinear modelling: the meanings of variables and interactions are analysed sequentially. Local nonlinear models reduce the need for decomposition with local models. The close connection to the fuzzy set systems provides a good basis for understandable models. Data-based methodologies are suitable for developing models for decomposed systems. Big data problems are solved level by level to keep the domain expertise as an essential part of the solution. The basic models are compact and additional properties, including dynamics, uncertainty and decomposition are included if needed.
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Abstract
In this paper, the fluidization properties of possible oxygen carriers for Chemical Looping Combustion (CLC) have been studied. Experiments were performed in a cold fluidized bed to study fluidization properties of particles having similar properties as the oxygen carriers. The particles used were Zirconium oxides (ZrO), glass beads and sand. Minimum fluidization velocity, bed expansion and bubble behaviors of the particles have been studied. The Electrical Capacitance Tomography (ECT) was used to analyze bubbles in different planes in the bed of particles. The oxidation properties of ilmenite particles have been studied using Thermal Gravimetric Analysis (TGA). Computational Fluid Dynamic (CFD) numerical method was chosen to model the particle fluidization and simulations were carried out using the commercial CFD software ANSYS Fluent. 2D models were solved for most of the particles and a 3D model was solved for white ZrO. The simulation results are compared with experimental data. The bubble behavior and bed expansion are similar in the experiments and the simulations. However, the simulated results of other fluidization properties are higher than in the experiments due to a wide size distribution in experimental particles that was not possible to consider in the simulations.

Keywords: CLC, fluidized bed, CO2 capture, combustion, CFD, TGA, ECT.

1 Introduction
Chemical Looping combustion (CLC) is an energy effective CO2 capturing technology. The technology is based on fuel combustion using two separate reactors: oxidation and reduction reactors. This allows separating CO2 from other flue gases already during the combustion process. Therefore, the separation does not require additional energy input making the technology more cost effective. The principle of the CLC process is shown in Figure 1. The two reactors presented in the figure are interconnected fluidized bed reactors. One of them is an air reactor. Metal particles (oxygen carriers) are oxidized in this reactor in the presence of air. The particles are then recirculated to the fuel reactor through

fast fluidization regime. In fuel reactor, the metal oxide particles provide required oxygen for fuel combustion in the bubbling fluidization regime.

![Figure 1: Principles of chemical looping combustion.](image)

In this way, the flue gas coming out of the fuel reactor is only CO2. The particles coming out of the bubbling fluidized bed fuel reactor are recirculated back to air reactor for further oxidation. The flue gas from both of the reactors are cooled for heat recovery, and almost pure CO2 is captured. The two fluidized bed reactors maintain a good contact between the gas and solid phases. In addition, CLC does not provide favourable conditions for the formation of NOx. Thermal NOx is generated at high temperatures. The quantity is significant above 1400°C. In CLC, the air reactor has temperatures in the range of 800°C -1200°C and the temperature in the fuel reactor is in the range of 400°C -1000°C (Lyngfelt et al, 2001).

The CLC process has been successfully demonstrated both in bench scale fixed-bed reactors and in continuously operated prototype reactors based on interconnected fluidized-bed system in the size range of 0.3–140kW (He Fang, 2009).

2 Oxygen Carriers
The oxygen carrier (metal particles) is oxidized in the air reactor and reduced back to its original state in the fuel reactor. Respective reaction equations for the

https://doi.org/10.3384/ecp18153316
oxidation and reduction processes are given by Equation 1 and 2.

\[(2n + m)\text{Me}_x\text{O}_{y-1} + \left(n + \frac{1}{2}m\right)\text{O}_2 = (2n + m)\text{Me}_x\text{O}_y\]  
(1)

\[(2n + m)\text{Me}_x\text{O}_y + C_n\text{H}_{2m} = (2n + m)\text{Me}_x\text{O}_{y-1} + m\text{H}_2\text{O} + n\text{CO}_2\]  
(2)

where, \(\text{Me}_x\text{O}_{y-1}\), \(\text{Me}_x\text{O}_y\) and \(C_n\text{H}_{2m}\) are metal oxide in its reduced form, metal oxide in its oxidized form and hydrocarbon fuel respectively. The chemical reaction given by Equation 2 shows non-diluted \(\text{CO}_2\) as one of the products. The net chemical reaction obtained by adding Equation 1 and 2 give the normal combustion reaction between the oxidizer and fuel.

There has been extensive research on CLC during the last decade with respect to oxygen carrier development, reaction kinetics, reactor design, system efficiencies and prototype testing (He Fang, 2009). Development of a suitable oxygen carrier is one of the challenging task, which determines the commercial success of the technology.

Many researchers have focused on metal oxides in the forms of industrial waste, synthetic materials and naturally occurring materials. A good oxygen carrier should exhibit characteristics such as high reaction rate, high conversion, sufficient oxygen capacity, resistance for attrition, fragmentation, carbon deposition and durability. It should have low cost and should be environmentally friendly. Most of the metal oxides are combined with an inert material (not taking part in the chemical reactions) which acts as a porous support providing a higher surface area for the reaction, and as a binder for increasing mechanical strength and attrition resistance (Labiano et al, 2005). Therefore, the average bulk density of the oxygen carriers are usually lower than that of metals and metal oxides. For example, some metal oxides such as \(\text{NiO}, \text{CuO}, \text{Mn}_2\text{O}_4, \text{Fe}_2\text{O}_3\) have been identified as promising candidates, and when they are supported by an inert binder, the carrier particles have shown increased reactivity (Fossdala, 2010; Johansson, 2007).

\(\text{Al}_2\text{O}_3, \text{TiO}_2, \text{SiO}_2, \text{ZrO}\) are recognized as possible inert binders (Naqvi, 2006). Synthetic oxygen carriers are expensive. The naturally occurring oxides such as ilmenite, iron ore and manganese are more suitable because of their low cost. In this paper, we focus on the investigation of the fluidization properties of the possible oxygen carriers in order to minimize gas and solid circulation. For this purpose, we investigated different particles that resemble the approximate properties of oxygen carriers. The experiments were carried out using pressure sensors, ECT and TGA. The simulations were run using the CFD software ANSYS Fluent. One of the promising candidates for oxygen carriers is ilmenite particles. The reactivity of the particles were investigated using TGA analysis and the fluidization properties of the particles were investigated using a validated CFD model.

### 3 Experimental work

In the CLC plant, air and fuel reactors are fluidized bed reactors for circulating oxygen carrier from one reactor to another. Performance of the reactors is affected by fluidization behaviors of the oxygen carrier used in the reactors. The apparent density of most of the possible oxygen carriers are in between 2000 – 9000 kg/m³. Therefore, particles with varying density and particle size were used in the experiments to study the fluidization behaviors of the possible oxygen carriers. The particles used in the experimental work are presented in Table 1.

**Table 1: Particles used in experimental work.**

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mean particle size [μm]</th>
<th>Density [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown ZrO</td>
<td>709</td>
<td>5850</td>
</tr>
<tr>
<td>White ZrO</td>
<td>508</td>
<td>3800</td>
</tr>
<tr>
<td>Glass beads</td>
<td>153</td>
<td>2485</td>
</tr>
<tr>
<td>Sand</td>
<td>83</td>
<td>2500</td>
</tr>
<tr>
<td>Ilmenite</td>
<td>115.83</td>
<td>4580</td>
</tr>
</tbody>
</table>

### 3.1 Experimental setup and procedure

Experiments were performed in a cold model of a fluidized bed reactor located in the University College of Southeast Norway. The cold model consists of a plastic cylindrical column of 1400 mm height and 84 mm inner diameter.

**Figure 2**: Location of the pressure nodes.

The cylinder has porous metal plate as air distributor at the bottom. A series of pressure nodes are mounted
along the height of the cylinder for pressure measurement as shown in Figure 2. The nodes are connected to pressure sensors as well as to a computer with LabVIEW program for pressure reading and airflow measurement. The distance between two pressure nodes is 10mm.

Thermo-Gravimetric Analyzer (TGA) was used to determine the oxidation characteristics of the ilmenite particles when exposed to air at 950°C. The experimental set up is shown in Figure 3. The set up consist of Perkin Elmer TGA7, Perkin Elmer Thermal Analysis Controller TAC7/DX, Thermal Analysis Gas Station MT-0029 and Pyris software.

The TGA analyzer consists of an oven that can reach a temperature of 1000°C, a thermometer, an accurate balance and a platinum pan where the sample is placed. The sample can be purged with nitrogen to prevent it from reacting with oxygen when drying the sample in the oven. When the temperature is high enough, oxygen can be switched on to oxidize the sample.

The water content, organic and inorganic materials, volatile and non-volatile matters in the particle samples can also be analyzed. Approximately 5g ilmenite particles were used for the sample.

According to several investigations, (Ana Cuadrat; Henrik Leion, 2008; Juan Adnez, 2010) ilmenite has shown good results as an oxygen carrier for solid fuels and it has become attractive due to its low cost and abound availability compared to other oxygen carrier particles.

### 4 Electric Capacitance Tomography

Electrical capacitance tomography (ECT) is used to study bubble behavior of possible oxygen carrier particles. ECT is a novel technique that determines the concentration distribution of a two-phase mixture within a closed cylinder. Using this data the number of bubbles inside a plane of the cylinder can be determined. The ECT sensor consists of two planes and there are 12 electrodes per plane. The electrodes are mounted on the outside of the cylindrical rig as shown in Figure 4.

![Figure 4: Rig with electrodes for ECT sensors.](https://doi.org/10.3384/ecp18153316)

### 5 Computational study

A Computational Fluid Dynamic (CFD) model for the experimental cylinder was prepared for 2D and 3D simulations. The grids for the 2D and 3D simulations are shown in Figure 5. The model was simulated using the CFD simulation software ANSYS Fluent. Simulations were carried out to investigate the minimum fluidization velocities, void fraction variation and bubble behavior. Simulations were run for both a single particle phase and for more than one particle phase. The particle phases were determined by different particle sizes.

![Figure 5: Mesh of experimental rig.](https://doi.org/10.3384/ecp18153316)

The model parameters used in simulations of the solid phase are shown in Table 2. The drag force between solid and gas phase was modeled using Syamlal & O’Brien’s drag model. Five monitors were set in the simulations to record the pressure data. The locations of the monitors in the simulations are similar to the
location of the pressure nodes in the experimental cylinder. The simulations were performed for maximum 8 seconds.

**Table 2: Models used to describe the properties of solid.**

<table>
<thead>
<tr>
<th>Property</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granular viscosity</td>
<td>Syamlal-O’Brien</td>
</tr>
<tr>
<td>Granular bulk viscosity</td>
<td>Constant</td>
</tr>
<tr>
<td>Frictional viscosity</td>
<td>Schaeffer</td>
</tr>
<tr>
<td>Frictional pressure</td>
<td>Based-kgsf</td>
</tr>
<tr>
<td>Solid pressure</td>
<td>Ma-ahmadi</td>
</tr>
<tr>
<td>Radial distribution</td>
<td>Ma-ahmadi</td>
</tr>
</tbody>
</table>

Simulations were run for all the particles used in experiments (see Table 1). For glass beads, simulations with two particle phases were performed using particle size 120µm as phase 1 and 120µm as phase 2 with corresponding static solid volume fraction of 0.321 and 0.299. For white ZrO, 3D simulations were performed to investigate the bubble formation in different planes along the height of the bed.

### 6 Results and discussion

#### 6.1 Experimental

A series of experiments were carried out to determine the minimum fluidization velocities for the particles. Figure 6 shows the average pressure drop as a function of superficial air velocity for the four types of particles under consideration. The air velocities are plotted using logarithmic scale in order to cover the wide range of air velocities for these different types of particles.

![Figure 6: Minimum fluidization velocities.](image)

The fuel reactor in CLC is operated in the bubbling fluidized bed regime while the air reactor operates in fast fluidized regime and should handle about 10 times more air on volume basis (Lyngfelt et al., 2001). Lower minimum fluidization velocity indicates low-pressure drop along the bed height and lower consumption of air in the bed. This makes lower amount of air handling during the CLC process. Particles such as sand, glass beads having lower densities are more suitable for CLC then the particles with higher bulk densities. The experimental observation also shows that the brown ZrO particles has slugging behavior at higher air velocities which is not a desired phenomenon for gas solid mixing.

During the experiment in TGA analyzer, a particle sample of 5g ilmenite was heated in the oven. Figure 7 shows an enlarged view of the oxidation period of the sample.

![Figure 7: Temperature and weight variation with time in oxidation period for ilmenite.](image)

The sample particles were heated for 30 minutes at the temperature of 25°C and then the temperature was increased from 25°C to 110°C. During the time interval, there was a small weight loss. This is due to volatilization of the moisture. Then the temperature was increased from 110°C to 950°C as shown in Figure 7 and the air flow was turned on. A sharp increase in the weight of ilmenite can be observed due to the oxidation of ilmenite particles in air.

The oxygen transfer capacity of an oxygen carrier determines the number of minimum circulation cycles and the mass of carrier required in the reactor.

\[
R_0 = \frac{m_{ox} - m_{red}}{m_{ox}}
\]  

(3)

where \(R_0\) is mass fraction of oxygen in the carrier, \(m_{red}\) is the mass in the reduced form and \(m_{ox}\) is the mass in the oxidized form. In the calculation, it is assumed that the weight prior the oxidation period is equal to the weight of the sample in reduced form and weight after the oxidation period is equal to the weight of the sample in oxidized form. The experimental data (see Figure 7) is used to calculate the transfer capacity.

\[
R_0 = \frac{4.56 - 4.43}{4.56} = 0.029
\]

The experimental results show that the ilmenite entering the fuel reactor contains 2.3% of its mass in the form of oxygen. Reduced ilmenite is in the form FeTiO_3 and the oxidized carrier is in the form Fe_2TiO_5 + TiO_2 (Henrik Leion, 2008).
Glass beads with size distribution from 100 to 200 μm were used in the experiment with ECT to measure bubble distribution at the two different planes of the cylindrical rig and to determine minimum fluidization velocity. The number of bubbles increases with the increasing air velocity as shown in Figure 8.

The number of bubbles are higher in plane one than plane two. The plane one is in the lower part of the bed and the plane two is the upper part of the bed. The results show that the number of bubbles are greater in the lower part of the bed than the upper part.

6.2 Simulations

A series of simulations were carried out to compare and validate the CFD model prediction with experimental results. The simulations are used to study minimum fluidization velocities, void fractions and bubble behaviors in the bed of the particles. There was some difficulties to use ilmenite particles in the experimental fluidized bed rig due to excess moisture content in the sample. Therefore, the validated CFD model has been helpful to determine fluidization properties for ilmenite particles computationally.

The simulation results for average pressure drops as a function of air velocities are compared against experimental results for white ZrO in Figure 9. The packing limit in this case is 0.6.

The comparison of results show that the experimental and computational minimum fluidization velocities are near to each other, but the computational value is slightly higher than experimental. The results for the other particles show good agreement with experimental results.

3D simulations were carried out to investigate the bubble behavior of the ZrO particles further. Figure 10 shows the bubble in two different planes, located at a distance of 0.2m from each other along the height of the bed. The solid volume fraction at the upper plane (p5) shows that the bed is fluidized with formation of some bubbles at the upper part of the bed. The bubble size is increased with increasing simulation time.

The similarity of minimum fluidization velocity and the bubble behavior between the experimental and the simulation results allows to move further only with simulations to study the fluidization behavior of some oxygen carriers, which could be the good candidates.

The CFD model was used to simulate the fluidization behavior of the ilmenite particles. The computational results of the bubble behavior of the ilmenite particles are shown in Figure 11.

The minimum fluidization velocity for the particles is less than 0.05 m/s. Bubble formation and increase in bubble size occurs at the air velocity between 0.08 m/s to 0.2 m/s with significant bed expansion. The bubble formation at the velocity of 0.2 m/s shows uniform
bubble distribution along the height of the bed. This indicates that the ilmenite particles can have good gas-solid mixing properties in fluidized bed reactors. This makes ilmenite an even more suitable candidate as oxygen carrier for the chemical looping combustion process.

7 Conclusion

The fluidization properties of four types of particles have been studied using an experimental cold fluidized bed cylinder with pressure sensors. The density and the size of the particles resemble possible oxygen carriers for CLC. The particles studied in fluidized bed cylinder were sand, glass beads, white ZrO and brown ZrO. The minimum fluidization velocity is lowest for sand and highest for brown ZrO.

Tests using Electrical Capacitance Tomography have been performed for glass beads to study the bubble behavior. The number of bubbles in the lower part of the bed is higher than in the upper part of the bed.

Thermo Gravitometric Analysis was performed to study oxidation characteristics of ilmenite. Ilmenite particles could not be used in the fluidized bed study because of the high moisture content in sample. The oxygen carrying capacity of the particles have been calculated using experimental results.

Computational study (2D simulations) were run using the simulation software ANSYS Fluent. 3D simulations were carried out for white ZrO. Simulations with two particle phases were carried out for glass beads.

Minimum fluidization velocities are determined by using both experimental and computational results. In the experiments, the calculation is based on the pressure drop measurements. The computational results for the minimum fluidization velocities are higher than the experimental results due to neglecting the effects of particle size distribution and particle shape in the simulations. Simulations with two particle phases give results closer to the experimental results, but it is more time consuming. The 3D simulations resulted in nearly the same minimum fluidization velocity as the 2D simulations for white ZrO. The reason may be that: although the 3D simulations are more accurate, these simulations do not account for the particle size distribution. The bed expansion are observed both in experiment and simulation and they show closer results according to the Geldart classification for particles.
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Abstract

This work deals with the analysis and design of bioreactors formed by a number of completely stirred tank reactors (CSTRs) in series. The model includes three main components: the concentration of one dominant particulate biomass, one soluble substrate component and one particulate inert matter. The model is analyzed in steady-state conditions. Monod kinetics is used for describing the specific growth rate, and the decay rate of the biomass is included. Two main optimization problems were studied: (i) minimize the effluent substrate concentration for a given total volume, and (ii) minimize the total volume for a given effluent substrate concentration. An alternative to optimize a large number of CSTRs is to consider the asymptotic case of one CSTR followed by a plug-flow reactor (PFR). Numerical results show that there is an optimal volume distribution for the two configurations in each optimization problem.

Keywords: Bioreactor optimization, completely stirred tank, effluent minimization, plug-flow reactor.

1 Introduction

Modeling and analysis of bioreactors in wastewater treatment processes have been active research areas in the last 50 years, see Grady Jr. et al. (1999) and the references therein. Special attention has been placed in the steady-state analysis because it can provide guidelines for achieving a proper process operation and optimization. During those decades, the optimization of bioreactors has also been extensively analyzed. Every new contribution aims to design methods for analyzing and optimizing the volume distribution of completely stirred tank reactors (CSTRs) in series.

In general, the aim is to design the process in such a way that the substrate concentration of a certain incoming flow can be minimized or reduced, even by using one or more bioreactors in series (de Gooijer et al., 1996). Hence, the optimization of CSTRs usually involves finding the optimal distribution of volumes for a given effluent substrate concentration, see Abu-Reesh (1996).

Alternatives to solve the optimization of CSTRs includes graphical solutions referred as nomograms, which give an approximate graphical computation of mathematical functions (Braha and Hafner, 1985).

Most of the analysis and optimization of CSTRs assumes up to two main components in the model: dissolved substrate and particulate biomass. Some examples are mentioned as follows. Asymptotic solutions for the effluent concentration leaving a system of up to \( N = 4 \) CSTRs in series were presented by Nelson and Holder (2009). The analysis assumes equally-sized CSTRs and Contois kinetics (Contois, 1959) for the biomass growth rate. Two scenarios were studied, when a total residence time \( (\tau_i) \) is given, and when this residence time is slightly larger than the wash-out condition. In the first scenario, results show that the effluent decreases with the form \( 1/(\tau_i^N) \). In the second scenario, results show that a large decrease in the effluent concentration can be obtained by a small increase in \( \tau_i \).

The optimal design of CSTRs in series has often been compared to the design of a plug-flow reactor (PFR). Another aspect is that, in practice, the behavior of a biological reactor is between a CSTR and a PFR (Diehl et al., 2016, 2017). The work by Luyben and Tramper (1982) presents an analytical expression for the minimum volume to achieve a certain effluent substrate concentration in a process with Monod kinetics. The work shows some numerical results for up to \( N = 10 \) CSTRs in series considering two main scenarios: optimal volume distribution and equally sized volume. The case of a PFR was used for comparison. Results show that the difference between the first two volumes is larger for low \( N \) and decreases as \( N \) increases. Results also show that the case of \( N \) CSTRs approaches to the case of a PFR as \( N \) increases. Hill and Robinson (1989) derived an expression for different growth kinetics that could be used to find the minimum possible total residence time to obtain a certain substrate conversion for \( N \) CSTRs. An illustration for Monod kinetics was included. The results were compared with a PFR and showed that for most cases, three optimally designed CSTRs in series give the same total mean residence time as a PFR. Abu-Reesh (1996) calculates the optimal design of \( N \) CSTRs to get the minimum overall volume needed for a certain substrate conversion, and compares the results with the behavior of a PFR. The study used a Michaelis-Menten kinetics.

Zambrano et al. (2015) shows an approach for the opt-
nal design of CSTRs in series when the number of CSTRs is large. The process assumes Monod kinetics for the biomass growth, and the model includes two main components: one particulate biomass and one soluble substrate. The biomass decay is negligible. Analytical expressions were derived for solving the following two scenarios: to find the optimal volume distribution for a given total volume so that the effluent substrate concentration can be minimized, and to find the minimum total volume that gives a certain effluent substrate concentration.

Recently, Gómez-Pérez and Espinosa (2017) analyzed the design of continuous bioreactors in series with recirculation. The bioreactors were represented by a system of linear equations. The growth rate was assumed to be constant and the decay of biomass was neglected. Non-trivial solutions to the equation system was found by using Singular Value Decomposition (SVD) as an analysis tool. The SVD analysis makes it possible to characterize the solutions to the system of equations, and thereby improve the design of bioreactors in series.

In the present work, we deal with a simulation analysis of the process presented in Zambrano et al. (2015). In this case, the inert particulate matter is included in the bioreactor model, as well as the decay rate of the biomass. Two optimization problems were investigated: (i) the optimal volume distribution of \(N\) CSTRs in series in a given total volume in order to minimize a given effluent substrate concentration, and (ii) the minimum total volume needed for a given effluent substrate concentration. The optimization results were compared with the case of a process formed by a CSTR followed by a PFR.

\[Z_{opt} = f_{opt} = \mu_{max} \frac{S_i}{K_s + S_i}, \]  

where \(\mu_{max}\) is the maximum specific growth rate, and \(K_s\) is a half-saturation constant. The influent and effluent volumetric flow rate are equal to \(Q\).

The influent to the process is assumed to be formed only by a substrate concentration \(S_{in}\), no biomass and inert concentration are present. Hence, from (1)–(3) and Figure 1 we have \(S_0 = S_{in}, X_0 = X_{in} = 0\) and \(Z_0 = Z_{in} = 0\).

See in (1)–(3) that a fraction \(f_p\) of the decay of biomass concentration is assumed to be inert concentration, whereas the remaining fraction \((1 - f_p)\) is used as substrate.

### 2.2 The steady-state expressions for CSTRs

By assuming steady-state conditions in (1)–(3), an expression for \(S_i\) can be obtained

\[S_i = S_{i-1} - \frac{1}{Y} (X_i - X_{i-1}) - \frac{b}{Q} (1 - (1 - f_p) Y) V_i X_i. \]  

For \(N\) CSTRs in series, the recursive expression (5) gives

\[S_N = S_{in} - \frac{1}{Y} X_N - \frac{b}{Q} \left(1 - (1 - f_p) Y \right) \sum_{n=1}^{N} V_n X_n. \]
For a single CSTR, the solution for the substrate, biomass and inert concentration, and the minimum volume \( V_1^{\text{min}} \) to avoid wash-out are given by the following expressions

\[
\mu(S_1) = \frac{Q}{V_1} + b, \quad (7)
\]
\[
X_1 = \frac{YQ(S_{\text{in}} - S_1)}{Q + V_1 b \left(1 - Y (1 - f_p)\right)}, \quad (8)
\]
\[
Z_1 = \frac{f_p b V_1 X_1}{Q}, \quad (9)
\]
\[
V_1 > V_1^{\text{min}} = \frac{Q}{\mu(S_{\text{in}}) - b}. \quad (10)
\]

### 2.3 The steady-state expression for a PFR

When the number of \( N \) CSTRs in series becomes large, the resulting process can be seen as a CSTR followed by a PFR. The CSTR is assumed to be large enough to avoid wash-out condition (i.e., \( V_1 > V_1^{\text{min}} \)). The PFR is formed by dividing the remaining volume \( (V_{\text{tot}} - V_1) \) into a large number of volumes \( \Delta V \), see Figure 2.

![Figure 2. Dividing the remaining volume \( (V_{\text{tot}} - V_1) \) into a large number of volumes \( \Delta V \).](image)

It is also assumed that each sliced bioreactor has the same area \( A \), giving \( \Delta V = A \Delta h \). For a small interval \((h, h + \Delta h)\) the conservation of mass for the dissolved substrate gives

\[
\frac{d}{dx} \int_{h}^{h+\Delta h} AS(x,t)dx = \underbrace{QS(h,t)}_{\text{flux in}} - \underbrace{QS(h+\Delta h,t)}_{\text{flux out}} - \int_{h}^{h+\Delta h} A \left[ \frac{\mu(S)}{Y} - (1 - f_p)b \right] Xdx. \quad (11)
\]

Dividing the previous expression by \( A \Delta h \) and taking the limit \( \Delta h \to 0 \) we get

\[
\frac{\partial S}{\partial t} + \frac{Q}{A} \frac{\partial S}{\partial h} = - \left[ \frac{\mu(S)}{Y} - (1 - f_p)b \right] X. \quad (12)
\]

In the same way, for the biomass and the inert matter we get

\[
\frac{\partial X}{\partial t} + \frac{Q}{A} \frac{\partial X}{\partial h} = \left[ \mu(S) - b \right] X, \quad (13)
\]
\[
\frac{\partial Z}{\partial t} + \frac{Q}{A} \frac{\partial Z}{\partial h} = f_p b X. \quad (14)
\]

In steady-state conditions, (12)–(14) become

\[
\frac{Q}{A} \frac{\partial S}{\partial h} = - \left[ \frac{\mu(S)}{Y} - (1 - f_p)b \right] X, \quad (15)
\]
\[
\frac{Q}{A} \frac{\partial X}{\partial h} = \left[ \mu(S) - b \right] X, \quad (16)
\]
\[
\frac{Q}{A} \frac{\partial Z}{\partial h} = f_p b X. \quad (17)
\]

where \( S = S(h), X = X(h) \) and \( Z = Z(h) \) are the steady-state concentrations along the PFR that should satisfy the boundary conditions: \( S(0) = S_1, X(0) = X_1 \) and \( Z(0) = Z_1 \). The effluent concentrations are \( S_e = S(h_{\text{max}}), X_e = X(h_{\text{max}}) \) and \( Z_e = Z(h_{\text{max}}) \), where \( h_{\text{max}} \) refers to the maximum length of the PFR.

See in (12) that when \( b = 0 \), the partial derivative for \( S \) is negative, i.e. the substrate decreases as long as the PFR length increases. When \( b > 0 \), there is a condition for (12) to be positive, which means that there is a minimum effluent substrate concentration \( S_e^{\text{min}} \) achievable in the effluent of the PFR, and is given by

\[
S_e^{\text{min}} = \frac{K_S Y b (1 - f_p)}{h_{\text{max}} - Y b (1 - f_p)}. \quad (18)
\]

### 2.4 Optimization problems

Given \( N \) CSTRs in series as shown in Figure 1, assume that the process is in steady-state condition. It is of interest to get the solution of the following optimization problems:

**Problem 1N.** Given a total volume \( V_{\text{tot}} \) of \( N \) CSTRs in series, find the optimal volume distribution that minimize the effluent substrate concentration \( S_e \) expressed in (6), i.e.,

\[
\min_{(V_1;\ldots;V_N)} \{ S_N(V_1;\ldots;V_N) \}, \quad (19)
\]

subject to

\[
V_1 > V_1^{\text{min}}, \quad \{ V_i \}_{i=2}^N > 0, \quad \sum_{i=1}^N V_i = V_{\text{tot}}. \quad (20)
\]

**Problem 2N.** Given an effluent substrate concentration \( S_e < S_{\text{in}} \) of \( N \) CSTRs in series, find the optimal volume distribution that minimize the total volume \( V_{\text{tot}} \), i.e.,

\[
\min_{(V_1;\ldots;V_N)} \{ V_{\text{tot}} = \sum_{i=1}^N V_i \}, \quad (21)
\]
subject to
\[ V_1 > V_1^{\text{min}}, \{ V_j \}_{j=2}^N > 0, S_N(V_1, \ldots, V_N) = S_e. \] (22)

For a large number of \( N \) CSTRs in series, an alternative to solve Problem 1N and Problem 2N is by considering the volumes \( V_2, \ldots, V_N \) as a PFR. This gives two optimization problems to solve:

**Problem 1PFR.** Given a total volume \( V_{\text{tot}} > V_1^{\text{min}} \) of a process formed by a CSTR followed by a PFR, find the optimal volume \( V_1 \) of the CSTR that minimizes the effluent substrate concentration \( S_e \) of the PFR, i.e.,

\[
\text{minimize} \{ S_e(V_1) \}, \quad (V_1)
\]

subject to
\[ V_1^{\text{min}} < V_1 \leq V_{\text{tot}}. \] (24)

**Problem 2PFR.** Given an effluent substrate concentration \( S_e < S_{\text{tot}} \) of a CSTR followed by a PFR, find the optimal volumes \( V_1, V_2 \) of the CSTR and \( V_{\text{PFR}} \) of the PFR that minimize the total volume \( V_{\text{tot}} = V_1 + V_{\text{PFR}} \), i.e.,

\[
\text{minimize} \{ V_{\text{tot}} = V_1 + V_{\text{PFR}} \}, \quad (V_1, V_{\text{PFR}})
\]

subject to
\[ S_{\text{PFR}} = S_e, \] (26)

where \( S_{\text{PFR}} \) is the effluent substrate concentration of the PFR.

3 Numerical illustration

This section shows a numerical example of the process described in the previous section. Let assume the following parameter values: \( V_{\text{tot}} = 1.1 \text{ m}^3, Q = 1 \text{ m}^3/\text{d}, A = 0.428 \text{ m}^2, \mu_{\text{max}} = 2 \text{ d}^{-1}, b = [0, 0.8] \text{ d}^{-1}, f_p = [0, 1], Y = 0.8, K_S = 1.2 \text{ kg/m}^3, S_{\text{in}} = 10 \text{ kg/m}^3. \) The simulations were performed using the software Matlab.

3.1 Response of the system for a given \( V_1 \)

Given a total volume \( V_{\text{tot}} \) and the volume of the first CSTR, we show the value of the substrate, biomass and inert concentrations for the remaining volume \( (V_{\text{tot}} - V_1) \) for some values of \( N \) CSTRs in series and for the configuration CSTR+PFR. In this case, \( V_1 \) should be larger than \( V_1^{\text{min}} \) (cf. (10)). See that \( V_1^{\text{min}} \) depends on \( b \). As illustration, this example shows results for \( b = 0 \) and \( b = 0.1 \). Hence, to use the same \( V_1 \) in all the evaluations, we take the most restrictive case, i.e. \( b = 0.1 \), giving \( V_1^{\text{min}} = 0.593 \). We select \( V_1 = 1.2V_1^{\text{min}} = 0.712 \). Results are shown in Figure 3 for three different combinations of \( b \) and \( f_p \).

See that, as expected, the biomass concentration decreases and the substrate concentration increases when \( b \) increases. Also see that the inert concentration increases as \( f_p \) increases.

![Figure 3. Response of S, X and Z for a given V1. Results for N CSTRs and CSTR+PFR. Top: b = f_p = 0. Middle: b = 0.1, f_p = 0.1. Bottom: b = 0.1, f_p = 0.4.](https://doi.org/10.3384/ecp18153322)

3.2 Optimal design for a given total volume

In this example, the aim is to find the solution of Problem 1N and Problem 1PFR. In order to show the optimal design in an illustrative way, we proceed to get the effluent substrate concentration \( S_e \) for different values of \( V_1 \).

For the case of Problem 1N, the volumes \( V_2 \) to \( V_N \) are optimized using the Matlab function \texttt{fmincon} since it can find the minimum value of a multivariate function with linear and nonlinear constraints. See that Problem 1N only has linear constraints.

For the case of Problem 1PFR, \( S_e \) is obtained by solving (15)–(17). After the evaluation with the full possible range of \( V_1 \), the optimum \( V_1 \) that gives the minimum effluent concentration is obtained. The results are shown in Figure 4 for the case of \( N = 2, 3, 5, 10 \) and for the case of CSTR+PFR, for some values of \( b \) and \( f_p \).

See that the solution given by the \( N \) CSTRs converges to the solution of CSTR+PFR as \( N \) increases. Note that the steady-state solutions converge to the value \( S_e = S_{\text{in}} = 10 \) which corresponds to \( V_1 = V_1^{\text{min}} \), and to the value \( S_e = S_1 \) when \( V_1 = V_{\text{tot}} \), which is the case of a single CSTR.

3.3 Optimal vs. sub-optimal design for a given total volume

Given a total volume \( V_{\text{tot}} \), two volume designs of \( N \) CSTRs are compared: (a) suboptimal design, where volume \( V_1 \) is taken from the optimal design of CSTR+PFR and the rest of the volumes are equally sized; and (b) optimal design, where all the volumes are optimized. The results are shown in Figure 5 for different values in \( b \) and \( f_p \).

As expected, the effluent substrate concentration increases as \( b \) increases. Note also that, when \( b \) increases,
not much \( S_e \) reduction is obtained when \( N \) increases. This is because the minimum volume to avoid wash-out increases as \( b \) increases (see (10)), which makes \( V_1 \) to be closer to \( V_{opt} \).

3.4 Optimal design for a given \( S_e \)

In this example, the aim was to compare the solution of Problem 2N and Problem 2PFR. This is, we compare the minimum total volume required in \( N \) CSTRs to achieve a given effluent substrate concentration \( S_e \), with the minimum total volume required in the case of CSTR+PFR. Note that there is no bounds imposed for the total volume required in both problems. Both problems were solved with the Matlab function \textit{fmincon}. Note that these problems involve linear constraints (regarding the volume distribution) and nonlinear constraints (regarding the effluent substrate concentration).

To facilitate the comparison, the ratio \( V_{opt}/V(N) \) with respect to the ratio \( S_e/S_{in} \) is plotted, where \( V_{opt} = V_1^* + Ah^* \), and \( V(N) \) refers to the minimum total volume required for \( N \) CSTRs. We evaluate this example for up to \( N = 5 \) and for \( S_e/S_{in} \) between \( 10^{-2} \) and 1. Results are shown in Figure 6 for some values in \( b \) and \( f_p \), the value \( S_{e\min}/S_{in} \) (cf. (18)) is also shown.

See that, for a given effluent requirement, the ratio between \( V_{opt} \) and \( V(N) \) approaches to one as \( N \) increases, i.e. the solution given by Problem 2N converges to the solution given by Problem 2PFR when more CSTRs are involved in the process. See also that when the effluent requirement is less exigent (\( S_e/S_{in} \) close to \( 10^{-1} \)), the total volume of both problems is very similar (i.e. ratio very close to one).

Note that the ratio \( V_{opt}/V(N) \) decreases as \( b \) increases, and that this decrease is more evident for low \( N \). Since increasing \( b \) promotes that more biomass die (which later will become part as substrate and the remaining as inert), then a larger total volume is needed to reduce the substrate concentration to the required level. Hence, compared to the case CSTR+PFR, a larger total volume is needed for low \( N \) CSTRs.

On the other hand, the ratio \( V_{opt}/V(N) \) increases as \( f_p \) increases. Since increasing \( f_p \) promotes more inert and less substrate concentration, then it has the opposite effect in the ratio of volumes compared to increasing \( b \).

4 Conclusions

A process consisting of \( N \) CSTRs in series has been studied in steady-state conditions. A simple model for the biological reactions based on ordinary differential equations has been used, which describes the growth of biomass via consuming dissolved substrate and producing new dissolved substrate and inert particulate matter.

Numerical results suggest that it is possible to find an optimal distribution of CSTR volumes in order to either: (i) minimize the effluent substrate concentration for a given volume, or (ii) minimize the total volume to fulfill an imposed effluent substrate concentration. The configuration of CSTRs in series was compared to a configuration formed by one CSTR followed by a PFR, i.e. CSTR+PFR. In the configuration CSTR+PFR, an optimal distribution of volume was also found. This configuration can be used as an approximation to the optimal design, by finding the optimal design of the first CSTR and then dividing the remaining volume in equally distributed CSTRs.

The decay rate \( b \) has a strong influence in the optimiza-
Figure 6. Minimum total volume needed for a given effluent substrate concentration $S_e$. $V_{\text{opt}}$ refers to the solution of Problem 2PFR, and $V(N)$ refers to the solution of Problem 2N. Results shown for different values in $b$ and $f_p$. $S_{e\text{in}}/S_e$ is indicated with a vertical red dashed line.

This study assumed the hydrolysis as an instantaneous step, since part of the product generated by the biomass is considered already dissolved. A possible extension of this work is to include a hydrolysis step, which involves adding a particulate substrate concentration in the process modelling.
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Abstract
Among various kinds of technologies available, carbon dioxide (CO₂) capture by monoethanolamine (MEA) is considered to be the most technically and scientifically matured technology which can be tested in industrial scale. When CO₂ is absorbed by an MEA, a chemical reaction takes place which results to form different carbon and amine species in the system. In this work, Raman spectroscopy has been used to measure those concentrations in-situ. Since the instrument does not provide direct measurements, multivariate analysis has been used to develop models and predictions are made using these models for future measurements. This study presents the methodology of acquiring measurements by the Raman spectroscopy for MEA-CO₂-H₂O system, transferring the measurement data into Matlab/Labview, converting data into concentration values and presenting the results in a graphical user interface. This software based platform makes the Raman spectroscopy to be accessed as a real-time instrument in CO₂ capture plants.

Keywords: CO₂ absorption by MEA, real-time monitoring, Raman spectroscopy, chemometrics, Labview

1 Introduction
68% of global anthropogenic greenhouse gas emissions comes from energy production and 90% of these greenhouse gases are carbon dioxide (IEA, 2017). Therefore capturing CO₂ emissions from energy production is a mandatory task under the climate change mitigation actions. As stated in (IEA, 2017) from 1870 to 2015, CO₂ emission by fossil fuels dramatically increased from near zero to over 33 Gt CO₂ which resulted fossil fuel power sector to be the largest source of greenhouse gas emissions. Greenhouse gases are responsible for increasing the world atmospheric temperature causing threatening impacts of climate change. While switching towards renewable and non-fossil fuel sources, the immediate action to reduce further CO₂ emission to the atmosphere is CO₂ capturing and storage from current emission sources.

After several studies on CO₂ capturing, the so-called ‘monoethanolamine technology’ or in other words, absorbing CO₂ chemically to an MEA solution is considered to be the most promising technology which can be tested in industrial level. Some examples for MEA based commercial plants are Boundary Dam CO₂ capture pant and Cansolv CO₂ capture system in Canada. When a CO₂ molecule bounds to an MEA molecule, they are converted chemically into different reaction intermediates. Among them carbonate (CO₃²⁻), bicarbonate (HCO₃⁻), carbamate (MEACOO⁻) and protonated MEA (MEAH⁺) are prime important. There can also be free MEA and dissolved CO₂ (unreacted) in the system. In an overall perspective, if one wants to get an overview about the chemical concentration of an MEA-CO₂-H₂O system, concentrations of above-mentioned chemical intermediates should be presented. Knowing the concentrations of intermediates gives the benefit to understand reaction path, impact of process parameters to the CO₂ absorption, inputs to thermodynamic modelling and thus help to design and optimize the process.

Raman spectroscopy is a process analytical instrument. Fundamentally, it gives information on molecular vibrations and crystal structures in a chemical system. This information can be mapped with other properties of the system such as concentration of a chemical specie. Multivariate regression models can be developed to estimate those properties using the instrument. In the CO₂ capture field, the use of such types of instruments are gradually becoming popular due to their fast response, ability to locate in-situ and facility to integrate with process automatic control systems. The Applied Chemometrics and Research Group (ACRG) at University of South-Eastern Norway (USN) has developed a method using Raman spectroscopy to determine concentration profiles in an MEA-CO₂-H₂O system based on multivariate analysis (Jinadasa, Jens, Øi, & Halstensen, 2017). The developed method can be used for laboratory experiments, R&D tasks, pilot plant operations and commercial applications of the CO₂ absorption process. It features over the traditional offline analyses due to the fast response. We use two software packages to operate the Raman instrument. The iC Raman 4.1 software which comes together with Raman analyzer is used to configure instrument and acquire measurements while Matlab is used to convert these measurements to concentration values. So far, these steps are carried out manually. Although it takes a couple of minutes to take a measurement from the system, file transferring
between the two software packages and giving commands for data processing and calculations takes time. Therefore the current approach is time consuming.

This paper describes a system development that can join the two software packages into one platform and enables the Raman spectroscopy as a real-time analyzer for measuring concentrations of chemical species of the MEA-CO$_2$-H$_2$O system. It is also compatible to use by plant operators who have no/less knowledge on working with the data processing and calculations by Matlab.

2 Problem Identification

Several offline analytical instruments and chemical methods are available such as titration, nuclear magnetic resonance (NMR) spectroscopy and chromatography to determine chemical concentration in MEA-CO$_2$-H$_2$O system. All these methods are time consuming. Titration by BaCl$_2$ is common and a well-established method but it needs massive chemical preparation and the analysis takes around 2 hours per sample. NMR spectroscopy and chromatography are mostly limited to laboratory because they do not fit well in plant operations. Spectroscopic methods need prior calibration according to application and are expensive. Some of the spectroscopic instruments cannot be located in an industrial environment.

A fast, online method to monitor CO$_2$ absorption is important in process control and optimization. Maintaining the chemical concentration of the process streams at required levels is important for getting the target output from the plant. After several feasibility studies, Raman spectroscopy was selected as one of preferable solutions to monitor concentrations in this process. Several studies have been performed using Raman spectroscopy to investigate the concentration profiles in CO$_2$ capture process by amines. The method developed by USN using Raman spectroscopy was tested and validated at a mini-pilot CO$_2$ capture plant in Porsgrunn (Jinadasa et al., 2017). In this method, multivariate regression models have been calibrated and validated using test set validation. The raw Raman signals from the instrument were pretreated using techniques available in chemometrics and the regression models are based on partial least squares regression (PLSR) which is a powerful multivariate modelling approach.

However, there is a weak point in this approach as we move between two software platforms to transfer data and calculate the concentration value for each measurement. This operation is carried out manually and prevent the analyzer from being an in-situ monitoring application even though the Raman analyzer can take measurements continuously within a few seconds.

2.1 Existing method vs proposed method

When the Raman instrument is used to measure the chemical information in MEA-CO$_2$-H$_2$O system, first the Raman probe is fixed into the system. A new file is open in iC Raman 4.1 software and suitable number of scans and laser exposure time is selected. (Kaiser, 2018) A file saving path and a file type (either .spc or .csv) for auto export is configured. When the command to measure the chemical system is given through the software, laser light is sent through the fibre optic cable to the Raman probe to go through the sample. After a scan is finished, a plot of Raman intensity vs Raman wavenumber is shown in the computer connected to the Raman instrument. The software simultaneously saves the data to a data file. To convert such a Raman measurement into a concentration value, the following steps are carried out:

1). Taking measurements from the process by running the iC Raman software – the measurements can be batch or continuous-wise
2). Saving the data in iC Raman software
3). Importing the data file into Matlab
4). Start PLS toolbox in Matlab (Eigenvector Research, 2018a)
5). Preprocessing the Raman data file using preprocessing methods in PLS toolbox
6). Input the data file to a PLS model which has been previously calibrated and validated
7). Showing the resulting concentration value

The disadvantage with this approach is that this system does not give the concentration value at the same time as the measurement is taken. It takes time to import the data from iC Raman software to Matlab and follow the preprocessing step. There should be always an operator to carry out the steps from 3 to 6. It requires knowledge and experience in operation of the mentioned software.

The proposed system aims at removing the barrier of manual file transferring and data processing steps between the two software to save time. In the proposed system there is no need of importing data from iC Raman software to Matlab interface. The user should first open the iC Raman software and Labview interface. After setting the data saving locations, number of scans per measurement and laser exposure time, both software can be started. The readings from the Raman instrument automatically transfers to the Labview from iC Raman software. In the Matlab/Labview interface, this data is preprocessed and concentrations are predicted based on the PLS model automatically. Anyone who is not experienced with the software or analysis method can operate the instrument and read the required concentration profiles with time both as numerically and graphically. The predicted concentration data are also saved in an excel file. Figure 1 shows how the software...
and hardware link together to get a concentration value using the Raman measurement and the proposed system.

Figure 1. Schematic of Raman spectroscopy measurement showing hardware and software links

3 System development

3.1 Instrumentation

The Raman spectrometer available at USN is the Kaiser RXN2 Analyzer with 785 nm laser wavelength, 400 mW maximum laser power and 100-3425 cm\(^{-1}\) spectral range. An immersion optic probe is connected to the RXN2 Analyzer via a fibre optic cable. When the analyzer is switched on to take a measurement, the laser light reaches the molecules in the sample, scattered and the Raman scattered light is filtered by the analyzer. The output display is a plot of Raman intensity (y-axis) which is the Raman scattered radiation and Raman wavenumber (x-axis) which is the frequency difference from the incident radiation (Kaiser, 2018). Peaks and their intensity which appear in this plot carry information about the chemicals present in the system and their composition respectively.

Figure 2. Process flow diagram of CO\(_2\) capture absorption by amine (T. Li & Keener, 2016)

3.2 Process description

The process of CO\(_2\) capture by amine using an absorption column is shown in Figure 2. Flue gas which contains CO\(_2\) is fed upward to the absorber. The CO\(_2\) free flue gas goes out from the top plate of the absorber. The absorbing agent, which is an amine solvent is fed to the top plate of the absorber. This stream is called the ‘lean amine’ stream. While it flows through the absorber it absorbs CO\(_2\) in the flue gas. The CO\(_2\) rich amine flows out from the absorber bottom plate and this stream is called the ‘rich amine’ stream. In industry, the difference between CO\(_2\) concentrations in the lean and rich streams is used as an important indicator to know how much CO\(_2\) is absorbed by the amine. The concentration of other species are also important to yield the maximum process efficiency. The Raman RXN2 analyzer comes with four channels with facility to connect four Raman immersion probes to one analyzer thus providing to measure four streams simultaneously. The aim of this study was to optimize the absorption process in a CO\(_2\) capture process and hence configuration was set for two Raman probes to take measurements from both lean and rich streams.

3.3 Data treatment

The outcome of a measurement series using RXN2 Analyzer is a data matrix of \(n \times p\) where \(n\) is number of objects (eg: it can be different samples or signals with time) and \(p\) is 3326 Raman wavenumbers. Since this data matrix contains noise, preprocessing is needed before a model can be calibrated based on the PLSR algorithm. By performing such a data treatment, the noise generated due to interference of other chemical components, laser input variations or instrument noise can be minimized and the model predictability can be improved. There are different preprocessing techniques available in multivariate data analysis. The choice of which pre-processing method depends on many factors such as the instrument type, sample, impurities in the sample, environmental factors and properties of interest to measure. Based on our previous experience in developing PLS models for Raman measurements in MEA-CO\(_2\)-H\(_2\)O systems, three combinations of multivariate data processing methods showed lowest prediction error. They were scripted as Matlab codes which were the baseline-whittaker filter, standard normal variate (SNV) and mean centering.
3.4 Estimation of concentrations using the Partial Least Square Regression (PLSR) algorithm

There are different algorithms to develop a PLS model (Andersson, 2009). PLS is available in many commercial software packages, such as The Unscrambler, PLS Toolbox, ProSensus and SIMCA-P. To be independent from using commercial software packages except Matlab/Labview, Matlab codes were used in this study. PLS calibration and validation using the so-called ‘test set’ method and data pretreatment were coded in Matlab.

Procedures mentioned in pls.m, pretreat.m available at libPLS package was used for PLS regression and mean centering (H.-D. Li, Xu, & Liang, 2018). snv.m file and wlsbaseline.m file available at PLS toolbox were referred for SNV and whittaker filter coding (Eigenvector Research, 2018b). The values for regression coefficients for each specie was stored in an m-file called regcon.m file and after data pretreatment, prediction was performed using the equation of regression coefficient values.

Figure 3 shows the flow path when the proposed system is in operation. After launching the iC Raman software the user selects a location to save Raman files in csv format for rich and lean stream. Each measurement is saved according to the format of “name_date_time_sample name” and hence each file is uniquely distinguished. Then the user should move to the Labview GUI and enter the input variables. These variables are the locations of Labview file, location where Raman measurements from lean and rich stream are saved by iC Raman software and location where the predicted concentrations from matlab/labview system for lean and rich stream should be saved as excel files.

After entering these inputs, both iC Raman software and labview are started. As shown in Figure 3, after setting the Raman data saving folder path (for lean and rich stream) and locating a location to save predicted concentrations (excel files), the Labview file start searching for a new Raman measurement file. When such a file is found, it is fed as an input to the PLS model. This is the only input variable to the PLS model. Output variable from the PLS model is concentration of specie. For each specie, there is a specific PLS model. Each PLS model gives the output value at the same time.

4 Results and Discussion

4.1 LabVIEW-based software platform

According to Figure 4, the GUI of the Labview based system shows the total CO₂ concentration and five concentrations of chemical species present in both lean and rich amine streams in a CO₂ capture process. The first graph in Figure 4 shows CO₂ concentration in units of mol per mol MEA. The second graph shows concentration of free (unreacted MEA) and protonated MEA in units of mol per kg of H₂O. The third graph shows concentration of carbonate, bicarbonate and carbamate in units of mols per kg H₂O.

Table 1. Validation of the online monitoring system with offline measurements

<table>
<thead>
<tr>
<th>Time</th>
<th>CO₂ loading (mol CO₂ / mol MEA)</th>
<th>Raman spectroscopy-predictions from online system ± prediction error</th>
<th>Offline titration results</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:15:56</td>
<td>0.491672 ± 0.0150</td>
<td>0.484216</td>
<td></td>
</tr>
<tr>
<td>15:35:41</td>
<td>0.481887 ± 0.0150</td>
<td>0.463901</td>
<td></td>
</tr>
<tr>
<td>15:55:26</td>
<td>0.489647 ± 0.0148</td>
<td>0.462196</td>
<td></td>
</tr>
<tr>
<td>16:16:21</td>
<td>0.44994 ± 0.0145</td>
<td>0.42835</td>
<td></td>
</tr>
<tr>
<td>16:35:08</td>
<td>0.350732 ± 0.0146</td>
<td>0.331385</td>
<td></td>
</tr>
<tr>
<td>16:56:04</td>
<td>0.262569 ± 0.0144</td>
<td>0.23531</td>
<td></td>
</tr>
<tr>
<td>17:15:53</td>
<td>0.196636 ± 0.0150</td>
<td>0.191744</td>
<td></td>
</tr>
</tbody>
</table>

The concentrations recorded by the Raman system closely match with the offline measurements for CO₂ loading. The average prediction error for Raman measurement is 0.015 mol CO₂ / mol MEA.
Figure 4. Graphical user interface for concentration profiles; plot 1, plot 2 and plot 3 are CO$_2$ loading, MEA/MEAH$^+$ concentrations and CO$_3^{2-}$/HCO$_3^-$/MEACOO$^-$ for lean stream; plot 4, plot 5 and plot 6 are CO$_2$ loading, MEA/MEAH$^+$ concentrations and CO$_3^{2-}$/HCO$_3^-$/MEACOO$^-$ for rich stream.

Figure 5. Example for recording real-time measurement for CO$_2$ loading and MEA/MEAH$^+$ concentration in rich stream for two and half hour continuous operation of CO$_2$ desorption process.


5 Conclusion and future work

Determining CO2 absorption in liquid phase of MEA-CO2-H2O system by an analytical technique is useful in many aspects. It saves time and gives access to online monitoring of the system. The accuracy of laboratory methods is based on the skill of the analyst, demand time, labour and resource. Offline laboratory methods cannot be used for process automation. Even though, these traditional methods are still used to control the process parameters in CO2 plants due to the non-availability of in-situ analysis methods.

In this paper, we present the development of Labview/Matlab based software platform which is connected to iC Raman software in Raman RXN2 Analyzer. The platform provides concentration profiles of different chemical species present in an MEA-CO2-H2O system. These concentration values are calculated indirectly from measurements from Raman analyzer. The calculation is based on partial least square regression method. PLS and data pretreatment algorithms were written as Matlab scripts.

If a calibration and validation data set is available, this system can be easily modified to another amine based CO2 capture system without extensive effort. For instance, there are other amines which have the ability to absorb CO2 and Raman instrument can be used to determine the total CO2 absorbed and the concentration of other chemical species. If the user needs to use this GUI for such amines, he can input new calibration and validation data set into PLS script and change the preprocessing script in Matlab accordingly. The developed system can also be used to monitor how the reaction between an amine and CO2 evolves with time in a batch reaction.

It is also recommended to take the use of the data to perform other chemometric analysis such as principle component analysis, outlier detection and multivariate curve resolution to better understand the chemical system. The plots related to these analysis can be implemented in the developed GUI similar to the concentration plots.
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Abstract
Fluidized bed technology is broadly applied in industry due to its distinct advantages. CFD simulation of fluidized beds is still challenging compared to single-phase systems and needs extensive validation. Multiphase particle-in-cell is a recently developed lagrangian modeling technique and this work is devoted to analyze the sensitivity of grid size, time step, and model parameters, which are the essences of accurate results. Barracuda VR 17.1.0 commercial CFD package was used in this study.

500μm sand particles and air was used as the bed material and fluidization gas respectively. Five different grids, having 27378, 22176, 16819, 9000 and 6656 computational cells were analysed, where five different time steps of 0.05, 0.01, 0.005, 0.001 and 0.0005 were used for each grid. One velocity step was maintained for 8 seconds. The bed pressure drop at packed bed operation was high for simulations with reduced time steps while equal pressure drops were observed during fluidization for all time steps. Time steps of 0.0005s and 0.001s and 0.005s produced equal result of 0.15 m/s for minimum fluidization velocity, irrespective of the grid size. The results from time steps of 0.05 and 0.01 are converged to the results from time steps of 0.005 and 0.001 by increasing simulation time per one velocity step.

Keywords: Fluidized bed, Minimum fluidization velocity, CFD simulations, Multiphase particle-in-cell method, Grid size, Time step

1 Introduction
Gas-solid fluidized bed technology is widely utilized in energy generation, chemical, petrochemical, pharmaceutical, environmental, electronic and metallurgical processing industries due its distinct advantages of high heat and mass transfer, controlled material handling, large thermal inertia of solids and isothermal operating conditions (de Souza Braun et al. 2010)(Vejahati et al. 2009)(Esmaili and Mahinpey 2011). Computational fluid dynamic (CFD) modeling has been identified as an excellent tool to produce missing information during the scaling up of lab/pilot scale fluidized beds to industrial scale. Further, it is a fast and cost effective method for system optimization.

CFD solves the conservation equations for mass, momentum, energy and species where this technique has been critically validated for the accurate performance in gas or liquid single phase flows. However, there are certain challenges related to interface coupling, solid phase modeling and scale differences in gas-solid multiphase flow systems. Eulerian-eulerian and eulerian-lagrangian are the two basic approaches for CFD modeling of multiphase flows.

Multiphase Particle-In-Cell (MP PIC) modeling is a development of eulerian-lagrangian modeling and aims to reduce the computational cost in discrete modeling of particle phase. Instead of tracking individual particles, it considers the parcels containing a certain number of particles with similar properties. The parcels are modeled in the discrete phase while the particle phase interactions are modeled in Eulerian frame. Therefore particle properties are calculated in both Eulerian and Lagrangian frames, which are correlated via interpolation functions. The successive developments of the MP-PIC method is illustrated in the works of Snider, O’Rourke and Andrew (Andrews and O’Rourke 1996)(D M Snider 2001)(D M Snider, O’Rourke, and Andrews 1998)(Dale M Snider 2007)(O’Rourke and Snider 2012).

Validated CFD models can be used to analyze the bubbling fluidized beds in terms of minimum fluidization velocity, bubble rise velocity, bubble diameter and particle mixing and segregation. The conservation equations of mass, species, momentum and energy are in partial differential form. The particular simulation geometry is divided into small cells, which is referred as the computational grid. The conservation equations are then discretized in space and time to get a set of algebraic equations. Finite difference, finite element and finite volume are the main techniques where the finite volume method is mostly used in mass, momentum and energy related 3D systems.

Errors and uncertainties are integrated from the modeling stage to the final computer simulations. Use of empirical equations and model simplification lead to deviations during the model development. The errors
imposed due to the selection of mesh size, time step and discretization method are referred as numerical errors. Truncation and limiting functions at the discontinuities also cause deviations in the result. Iterative algorithms used in simulations provide certain errors while the round off errors are integrated depending upon computer resource (i.e. 32 bit or 64 bit). Finally, improper coding can also lead to certain errors where these are absorbed as discretization errors. Therefore, it is required to identify the possibilities to reduce the errors in the simulations with minimal computational cost.

As the model equations are concerned, it is possible to check the best functioning empirical models. This includes selecting the best drag model in gas-solid multiphase flow systems. Checking different values for the model constants/coefficients in a meaningful way is another approach. Different schemes such as first order upwind, second order upwind and central differencing etc. can be optimized in terms of computer cost and accuracy required. However, many of the mentioned parameters are optimized for general setting in many of the commercial CFD packages. Hence, the most primary parameters to study in first hand are the grid size and the simulation time step. These two parameters are correlated to form Courant-Friedrichs-Lewy (CFL) conditions, which gives the primary indication of the convergence of the simulation. Apart from the convergence, improper implementation of mesh lead to errors and missing information of the systems.

Mesh sensitivity analysis has used to develop a grid independent model. Many of the related works for the mesh sensitivity were carried out for EE simulations and fixed time steps has been adopted based on convergence criteria. In contrast, as solid phase is modeled as discrete particles in EL modeling, the solid phase interactions are directly calculated. Therefore, the effect of the mesh size is comparatively less. Many authors have used the bed pressure drop and the solid volume fraction as the parameters to check the mesh sensitivity. Even though the MP PIC modeling preserves the discrete nature of the particles, it deviates from the original Lagrangian modeling as selected particle properties are calculated in the Eulerian frame.

Barracuda VR is a tailor-made CFD code for multiphase flow systems, which uses MP PIC modeling. Many of the previous studies on sensitivity analysis have been carried out in steady boundary conditions. Instead, this work is focused on studying both changing boundary conditions of inlet flow velocity during the transition of packed bed to fluidized bed and steady boundary conditions in bubbling fluidizing regime. The minimum fluidization velocity, bed pressure drop and bubble characteristics were compared. Barracuda VR 17.1.0 version was used to compare the minimum fluidization velocity, bed pressure drop and bubble characteristics between different configurations of time step, grid size along with different models and model parameters.

2 MP PIC Model Description

The gas phase mass and momentum conservation are modeled with continuity and time averaged Naiver-Stokes equations:

\[
\frac{\partial (\alpha_g \rho_g)}{\partial t} + \nabla \cdot (\alpha_g \rho_g \mathbf{u}_g) = 0
\]

\[
\frac{\partial (\alpha_g \rho_g u_g)}{\partial t} + \nabla \cdot (\alpha_g \rho_g \mathbf{u}_g u_g) = -\nabla P + F + \nabla \cdot (\alpha_g \tau_g) + \alpha_g \rho g
\]

Where \( \alpha_g \), \( \rho_g \), and \( u_g \) are gas phase volume fraction, density and velocity respectively. \( F \) is total momentum exchange with particle phase per volume, \( g \) is gravitational acceleration, \( P \) is pressure and \( \tau_g \) is the gas phase stress tensor, which is given by:

\[
\tau_g = \mu_g \left[ (\nabla u_g + \Delta u_g^T) - \frac{2}{3} \nabla \cdot u_g I \right]
\]

\( \mu_g \) refers to the shear viscosity that is the sum of the laminar and turbulent components. The large eddy simulation is used for the large-scale turbulence modeling while the subgrid scale turbulence is captured with Smagorinsky model:

\[
\mu_{g,t} = C_s \rho_g \Delta^2 |\nabla u_g + \Delta u_g^T|
\]

Where \( \Delta \) is the subgrid length scale and calculated by equation 05. The default value for the model constant \( C_s \) is 0.01.

\[
\Delta = (\delta x \delta y \delta z)^{1/3}
\]

The interface momentum transfer is calculated through the viscous drag force:

\[
F = \iint f \left\{ m_p \left[ D_p (u_g - u_p) - \frac{\nu_p}{\rho_p} \right] \right\} dm_p du_p
\]

Subscript P refers to the particle phase properties where \( m \) and \( u \) symbolizes the mass and velocity. \( D_p \) is the drag function. The particle phase dynamics are derived using particle distribution function (PDF) calculated from the Liouville equation given as:

\[
\frac{df}{dt} + \nabla (f \mathbf{u}_p) + \mathbf{u}_p \cdot \nabla f(A_p) = 0
\]

Where \( A_p \) is the particle acceleration and is expressed by:

\[
A_p = \frac{\partial (u_p)}{\partial t} = D_p (u_g - u_p) - \frac{\nu_p}{\rho_p} - \frac{\nu_p}{\rho_p} \mathbf{u}_p + g
\]
\( \alpha_p \) is particle volume fraction and \( \tau_p \) is particle stress function that is used in formulating interphase interactions of particles.

\[
\alpha_p = \iiint f m_p d m_p d u_p
\]

\[
\tau_p = \frac{10 P_s \alpha_p^\beta}{\max[(\alpha_{cp} - \alpha_p), \varepsilon(1-\alpha_p)]}
\]

\( P_s \) is a constant with the units of pressure, \( \alpha_{cp} \) is the particle volume fraction at close packing, \( \beta \) is a constant between 2 and 5 where \( \varepsilon \) is a very small number on the order of \( 10^{-7} \).

3 Methods and Computational Model

The minimum fluidization velocity (MFV) was used as the primary measurement for the mesh and time step sensitivity analysis. The simulations were started at the packed bed conditions and the gas velocity was gradually increased from zero to 0.4 m/s with 0.025 increments. Simulations were carried out for 8 seconds at each velocity step. Average pressure drop gradient across the column was plotted against the gas superficial velocity and the minimum fluidization velocity is read \( (U_{mf}) \) as illustrated in Figure 1. Five different grid sizes and five different time steps for each grid were used to compare the MFVs. The simulation time for each velocity step was gradually increased in the following simulations gradually up to 20 seconds in selected grids and the results were compared. As the drag model is a function of particle volume fraction, the MFV was analyzed at varied close pack volume fractions.

3.1 Computational model

The dimensions of the geometry were adopted from the experimental rig at the University of Southeast Norway. As shown in Figure 2, a cylindrical column with 84mm in diameter and 1000mm in height with pressure monitoring points in 100mm intervals along the height was created. The gas inlet was set up as a flow boundary while the top gas exit as a pressure boundary at atmospheric pressure with no particle exit. Fluidizing gas was air at 300K with varying superficial velocity.

Further, the velocity inlet was formulated as it homogeneously injects air in axial direction throughout the whole bottom cross section. Each velocity was maintained for 8 seconds. Spherical sand particles with 2200 Kg/m³ in density and 500 micron in diameter was the bed material used. The initial particle bed height was set up to 350mm.

Figure 1. Calculation of minimum fluidization velocity

Figure 2. (a) Boundary conditions, (b) Pressure points
Five different meshes with 6656, 9000, 16819, 22176 and 27378 cells were tested and cross sectional views are illustrated in Figure 3.

Figure 3. Cross sectional views of different grids
The grid dimensions in x, y and z direction for each mesh are given in Table 1. The normalized grid size in all x, y and z directions were kept below the warning
line in the grid check plot. Grid refinements at the wall was not performed as it was assumed that there was no boundary layer formation with the dense phase particle system. Default grid generator settings were used, which removes the cells having less fraction of volume than 0.04 and greater aspect ratio than 15:1. Four time steps of 0.05, 0.01, 0.005 and 0.001 seconds were checked for each grid.

<table>
<thead>
<tr>
<th>Table 1. Cell dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of cells</td>
</tr>
<tr>
<td>6656</td>
</tr>
<tr>
<td>9000</td>
</tr>
<tr>
<td>16819</td>
</tr>
<tr>
<td>22176</td>
</tr>
<tr>
<td>27378</td>
</tr>
</tbody>
</table>

Adopting to the previous experience of the author (Bandara, Thapa, Moldestad, & Eikeland, 2016), Wen-Yu-Ergun correlation was used for the initial simulations. It is a combined formulation of Wen-Yu model and Ergun model, which is selected upon the gas volume fraction. When the gas volume fraction is greater than 0.8, Wen-Yu correlation is applied which is given by:

\[
K_{sg}^{\text{WenYu}} = \frac{3}{4} \frac{\epsilon g \phi (1-\epsilon g)(u_s-u_g)}{\epsilon g^2 2.65} \tag{11}
\]

Where \(C_d\) is given by,

\[
C_d = \left[ 1 + 0.15 \left( \epsilon g Re_s^{0.687} \right) \right], \quad \text{for } Re_s \leq 1000
\]

\[
C_d = 0.44, \quad \text{for } Re_s > 1000 \tag{12}
\]

When the gas volume fraction is less than 0.8, Ergun correlation is used which is given by,

\[
K_{sg}^{\text{Ergun}} = 150 \frac{\mu g (1-\epsilon g)^2}{\rho d_p^2 \phi^5} + 1.75 \frac{\rho_s (u_s-u_g)(1-\epsilon g)}{\phi d_p} \tag{13}
\]

Where, subscripts g, p and s refer to gas phase, particle and solid phase respectively. \(K_{sg}\) is the interface momentum transfer coefficient, \(U\) is the velocity, \(\rho\) is the density, \(\epsilon\) is the volume fraction, \(\phi\) is the sphericity, \(\mu\) is the viscosity, \(Re\) is the Reynolds’s number and \(d\) is the particle diameter.

The close pack volume fraction, maximum momentum redirection from collisions, normal to wall momentum retention and tangent to wall momentum retention were set to 0.6, 40%, 0.3 and 0.99 respectively. Default values for the parameters in the particle stress model were kept unchanged. Large eddy simulation was enabled for the turbulence modeling and “partial-donor-cell” was used as the numerical scheme.

## 4 Results and Discussion

Minimum fluidization is a crucial parameter as it represents the minimum gas required to operate the reactor. It is sensitive to particle properties (size, shape, density etc.) and gas properties (density, humidity, viscosity etc.) along with geometry (aspect ratio). Therefore, it is required to know the minimum fluidization velocity at different contexts. A CFD model can be useful in predicting MFV at various process conditions. This work demonstrates the grid size and time step dependency in calculating the minimum fluidization velocity.

Apart from the 20 simulations mentioned under the methods, time step of 0.0005 was used for grids with high resolutions and one other simulation was carried out at a coarse grid. The plots were generated for each grid at different time steps and each time step for different grids.

According to the force balance at the minimum fluidization condition, the bed pressure drop is proportional to the particle weight and can be expressed as,

\[
\frac{\Delta P}{H} = (1 - \epsilon_{mf}) g (\rho_s - \rho_g) \tag{14}
\]

Where, \(\Delta P\) is bed pressure drop, \(H\) is bed height and \(\epsilon_{mf}\) is the void fraction at the minimum fluidization.

Equation 14 and many correlations for the MFV need the knowledge of void fraction at minimum fluidization, which is difficult to determine. However, Gidaspow (1994) and Das et al have mentioned about the void fraction at minimum fluidization (\(\epsilon_{mf}\)), which varies between 0.44 and 0.476. Implementing the value of 0.45 for the \(\epsilon_{mf}\) in equation 14, the pressure drop per unit height of the bed at minimum fluidization is 11.87 Pa/mm.

As approximated by Wen and Yu, the minimum fluidization velocity \(U_{mf}\) can be expressed as,

\[
U_{mf} = \frac{\mu g}{\rho_s d_p^2} \left[ \sqrt{1135.7 + 0.048 Ar} - 33.7 \right] \tag{15}
\]

Where \(\mu_g\) is gas viscosity, \(d_p\) is particle diameter and \(Ar\) is the Archimedes number given by,

\[
Ar = \frac{d_p (\rho_s - \rho_g) \phi g}{\mu^2} \tag{16}
\]

Using Equation 15 and 16, the MFV for the simulated system can be calculated as 0.165 m/s.

Air velocity (\(u_g\)) vs pressure drop (\(\Delta P\)) plots for different grids are illustrated in Figure 4 to 8. Each figure contains plots for different time steps used. Each velocity step was maintained for 8 seconds and the pressure drop was taken as the average value of the 8th second of respective velocity. The averaging was performed to minimize the effect of random pressure fluctuations during fluidization on results. The pressure gradient (Pa/mm) along the column height was
calculated based on P1 and P2 data as illustrated in sketch (b) - Figure 2. It was assumed that the P1 and P2 would reach the steady values before the rest of the transient data points (P3, P4 and P5) for pressure.

4.1 Bed Pressure drop

Being a fundamental formulation, pressure drop at onset of fluidization calculated from Equation 14, which is 11.87 Pa/mm, was used as the baseline to compare the results from simulations.

0.01 give the same of 17 Pa/mm for \((\Delta P)_{MF}\). However, the \((\Delta P)_{MF}\) using time step 0.01 gradually increases from 15 Pa/mm to 16.5 Pa/mm as the grid size is reduced from grid 02 to grid 05. The \((\Delta P)_{MF}\) calculated from time steps of 0.005 and 0.001 are identical for each grid, which gradually increase from 12.5 Pa/mm in grid 01 to 13.5 Pa/mm in grid 05.

4.1.1 Pressure drop at minimum fluidization

The results for the pressure drop at minimum fluidization \((\Delta P)_{MF}\) using time step 0.05 show the highest variation of 18 Pa/mm in grid 05 and 03. The respective value changes between 17 and 18 Pa/mm at different grids without any distinguishable pattern. At the coarsest grid, grid 01, both time steps of 0.05 and 0.01 give the same of 17 Pa/mm for \((\Delta P)_{MF}\). However, the \((\Delta P)_{MF}\) using time step 0.01 gradually increases from 15 Pa/mm to 16.5 Pa/mm as the grid size is reduced from grid 02 to grid 05. The \((\Delta P)_{MF}\) calculated from time steps of 0.005 and 0.001 are identical for each grid, which gradually increase from 12.5 Pa/mm in grid 01 to 13.5 Pa/mm in grid 05.

4.1.2 Pressure drop during packed bed

Simulation results from time steps of 0.05 and 0.01 behaves almost equally at each grid during packed bed operation. The observed \(\Delta P\)s are considerably higher compared to time steps of 0.005 and 0.001 at each velocity step. The curves from time steps of 0.001 and 0.0005 are identical throughout the full range of air velocities. The \(\Delta P\) using time step 0.005 almost follow the time step of 0.001 with slight over prediction in grid 01 and 04. However, the curve converges to that of the time step of 0.001 before the onset of fluidization.

4.1.3 Pressure drop at fluidization regime

The \(\Delta P\) during fluidization was similar for all the time steps at each grid. However, respective value increases from 11.5 Pa/mm in grid 01 to 13 Pa/mm in grid 02. Almost steady pressure drops can be observed for time steps of 0.0005, 0.001 and 0.005 between 0.2 m/s and 0.325 m/s air velocities. After 0.325 m/s of air velocity, the \(\Delta P\) starts to fluctuate for all the simulations. The \(\Delta P\) is dropped down nearly by 1 Pa/mm after 0.325 m/s air velocity except in grid 02, in which the \(\Delta P\) is slightly increased.
4.2 Minimum Fluidization Velocity

The results for minimum fluidization velocity do not show much variations over the grid sizes. The MFV obtained from time step of 0.05 is 0.175 m/s for all the grids. Time steps of 0.005, 0.001 and 0.0005 produce the same MFV of 0.15 m/s irrespective of the grid size. The time step of 0.01 gives the same MFV velocity of 0.15 m/s for grid 02, 03, 04 and 05 where in grid 01, MFV is increased to 0.175 m/s.

The observed differences in the $\Delta P$ and MFV might be related to CFL conditions or not reaching steady state conditions at each velocity steps. The CFL equation is given by:

$$CFL = \frac{u \Delta t}{\Delta x}$$  \hspace{1cm} (17)

Where $\Delta t$ is time step, $\Delta x$ is cell size (one dimensional modeling) and $u$ is the convective flow velocity.

At lower time steps the air flow is not fully developed. This effect is progressivelly increased along the column height. Due to that, the air velocity is getting lesser along the height, which force the cells near the inlet flow boundary to store more air according to the step wise increment of air velocity. This leads to increased pressures near the inlet boundary and consequently increased pressure drop gradients. Therefore, the pressure gradients along the height are less linear for higher time steps. Hence, selecting the transient data points of P1, P2...P3 (refer sketch (b) in Figure 2) to calculate the pressure drop gradient was critical for previous simulation results. This variation is clearly illustrated in air velocity vs pressure drop plots in Figure 9. The simulation results from grid 03 was used and the pressure gradients were calculated using different transient data points according to the formulations mentioned at the lower right hand corner of each plot. The time steps of 0.005 and 0.001 produce almost same results irrespective of the transient data points used. Even though the $(\Delta P)_{MF}$ is high with time step of 0.05, all the plots follow a similar trend. In contrast, the curves for time step 0.01 show higher deviations from each other and however, with less $(\Delta P)_{MF}$ compared to time step 0.05. The collective outcome of these results clearly illustrates that the system has not achieved steady state operation completely with the implemented boundary conditions at lower time steps of 0.05 and 0.01.

Therefore, further simulations were carried out for time steps of 0.05 and 0.01 with extended simulation time of 14 seconds and 20 seconds for each velocity step. Grid 03 was used and air velocity vs pressure drop plots are illustrated in Figure 10 and Figure 11 along with the results from 8 seconds simulation time.

When the plots in Figure 11 are compared, results from 14 second and 20 second simulation time are converged to same values in terms of both $(\Delta P)_{MF}$ and MFV, $(\Delta P)_{MF}$ remains at 13.6 Pa/mm while the MFV is further reduced to 0.13 m/s. This suggests the inability of further improvement of the results merely by increasing the simulation time for time step 0.01. Therefore, it is necessary to carry out additional simulations with increased simulation time for time steps of 0.005 and 0.001 for other grids to see the provisions for the improvements of the results.

![Figure 9. Effect of the time step for MFV at grid 03](image)

![Figure 10. Effect of the simulation time for MFV and pressure drop at time step of 0.05 seconds](image)

![Figure 11. Effect of the simulation time for MFV and pressure drop at time step of 0.01 seconds](image)

4.3 Effect of the close volume fraction for minimum fluidization velocity

Most of the drag models are a function of particle volume fraction ($\alpha_p$), which is changed depending on particle shape and size distribution. The previously illustrated simulation results were based on close volume fraction of 0.6 and successive simulations are...
carried out for 0.55, 0.58 and 0.65. The results are illustrated in Figure 12.

![Figure 12](image)

**Figure 12.** Effect of the close volume fraction for MFV and pressure drop

Grid 03 and time step of 0.001 second were used for the simulations. The pressure drop during packed bed operation is increased with the increased close pack volume fraction. The particles are closely packed that makes it hard for gas to pass through. A slight change in the $(\Delta P)_{MF}$ can also be observed, which is increased proportionally with close volume fraction. There is a significant variation in the MFV, which is reduced down to 0.1 m/s at close volume fraction of 0.65 and as high as 0.225 m/s at 0.55. The drag functions are functions of the particle volume fraction which leads to the difference in MFV. The bed pressure drops are converged together as the air velocity is increased. This is because, the densely packed particles are loosened and attain a more or less common particle volume fraction as the system undergoes rigorous fluidization.

### 4.4 Effect of the grid size for bubble behavior

The differences in the scales involved is one of the main challenges related to CFD modeling of multiphase systems. Mostly, the particles are in sub-millimeter range while the reactors are in scale of meters. Further, the computational grid can be in the scale of millimeters, centimeters or either in meters depending upon the size of the geometry and computational capacity. Unlike in packed beds, bubbling fluidized beds contain a dense particle phase and a dilute bubble phase. Therefore, the grid should be fine enough to capture the bubble properties as the bubbles play an important role in heat and mass transfer along with particle mixing inside the bed.

Grid 01, 02… 05 and a coarser grid having 2000 cells were simulated for 50 seconds in the bubbling fluidization regime. The time step of 0.001 seconds was used and a constant air velocity of 0.225 m/s was maintained. The behavior of the bubbles in the 40th second of the simulation are illustrated in Figure 13. Smaller and increased number of bubbles appears in the finer grids of grid 05 and 04. The bubble size is becoming larger as the grid size is increased. Finally, the bubbles are almost disappeared at the coarsest grid with 2000 cells. Therefore, the grid should be fine enough to capture the localized bubble structures. In this case, grid 03 seems to be good enough because, the grid 04 and 05 produce almost the same bubble size.

### 5 Conclusion

The main objective of the paper was to analyze the effect of time step and grid size for the results in MP PIC modeling. The CPFD commercial package of Barracuda was used in this work. The results give a guidance about the critical parameters to be considered rather than presenting details with model validation.

The minimum fluidization velocity and pressure drop at minimum fluidization were greatly affected by the time step and however, it could be improved by increasing the simulation time. Time steps 0.005s and 0.001s produce the same of minimum fluidization velocity of 0.15 m/s irrespective of the grid resolution. The bed pressure drop at bubbling fluidization regime was not affected considerably by the time step which is 12 pa/mm. However, the minimum fluidization velocity could converge together when the simulation time for a particular air velocity was increased.

The grid size showed a minimal effect on the minimum fluidization velocity. However, the grid size had a great effect on the bubble size and consequently on the bed hydrodynamics. The close volume fraction was also found to be a deciding parameter in simulations for finding the minimum fluidization velocity.

Therefore, the simulation set up should be well optimized depending on the required accuracy of the results and availability of computer power. The physical parameters such as close volume fraction should be accurately measured and implemented in the simulations.
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Abstract

Energy Performance Building Directive (EPBD) ask the Member States to develop a mandatory energy labelling scheme for new and existing buildings, which should include a label rating of the energy efficiency of the building and a list of recommended energy saving measures. The label will provide prospective buyers and tenants of a building with correct information about the energy performance of the building to compare with other options. However, some countries use only one or a limited number of weather zones. In a country like Norway, with significant variations in weather conditions between locations, this is likely to cause a deviation when comparing with the reality. This study aims to present the implication of using only one weather zone in Norway. The method used is based on the comparison of three types of weather files. The first one is used in the labelling system, which is a typical year, while the others are typical reference years from the local site from different providers. The results show significant differences in energy consumption, savings and labelling ratings when applying files with local weather data instead of the official weather data file used in Norway.

Keywords: certificate, energy labelling, IWEC, weather file, reference year, EPC

1 Introduction

The Energy Performance Building Directive (2010/31/EU) requires the Member States to lay down the necessary measures to establish a system of certification of the energy performance of buildings, including a methodology for the calculation of the energy performance of buildings. The building energy certification and rating system is an essential method for improving energy efficiency, minimizing energy consumption and enabling greater transparency regarding energy use in buildings. Basically, in a building energy rating scheme, a standardized method to evaluate and compare energy use, energy efficiency and energy cost in buildings, is provided (Institute for Market Transformation (IMT), 2009). Building rating schemes usually have common purposes. Their implementation and design can have large differences, though, due to local conditions in each country, such as building stock, climate and Landlord-Tenant legislation (International Energy Agency (IEA), 2010).

The final goal of building energy rating schemes is to reduce energy consumption in the building sector. In order to do so it has to be accompanied by other policy packages, since the labelling does not improve the energy efficiency itself. Instead, the energy labelling allow to assess the efficacy of policies, and to improve and design complementary instruments to achieve energy reduction in buildings (Tasktroup, 2014; Hinge, Neely, & Taylor, 2014). In order to obtain positive results through the system of policies for energy reduction in buildings, tools like energy labelling should provide robust data. Stakeholders must be confident that the analysis can predict relevant metrics such as energy use and energy savings accurately (Polly, Kruis, & Roberts, 2011).

This research focus at the accuracy of the energy labelling tools under the Norwegian scheme. The aspects covered in this study are mainly the impact of the weather data from different sources analysing the energy performance, energy rating and renovation strategies under the Energy Performance Certificate (EPC), with special attention to its variations.

1.1 Importance of the weather file

The energy consumption and indoor environment can be determined by considering the impact of different factors acting in the energy and mass transfer. These factors are weather data, occupant behaviour and auxiliary systems (Hensen, 1999). The parameter of the weather is within the most important factors that impact the energy demand of buildings (Fumo, 2014). Even more, the selected weather data should be considered carefully. Due to this, weather data quality will determine the effectiveness of building design strategies and the accuracy of the energy calculation (Hui & Cheung, 1997). Thus, the weather file becomes a major component in order to achieve reliable energy savings from energy management practices and retrofits (Fumo, 2014).
In addition, the weather data is completely out of the control of the person performing an energy labelling calculation (Erba, Causone, & Armani, 2017). Because of this, decisions related to the design of the labelling tools, should exhaustively include the criteria for selection of weather data.

1.2 Type of weather files

Weather data files are used in simulation according to the purposes of the study, and each developer designs their data to meet a particular need (Crawley, 1998). Weather data files are usually generated to represent long-term statistical trends and patterns of the climate for a long period of record.

The weather data file can be generated mainly by two primary sources: measured weather data using physical sensors, and simulated data using mathematical models (Hong, Chang, & Lin, 2013). The preparation of these weather data files includes many variables, which are not necessarily correlated, and thus represent a great challenge. For energy labelling tools, where the aim is to compare different buildings, a typical weather year file will normally be used. When the aim is to obtain retrofit recommendations, average weather data would be most practical (Fumo, 2014). According to Crawley (Crawley, 1998), typical reference year data should be avoided for energy simulations, since they cannot represent typical long-term weather patterns. Several methods have been proposed to generate annual hourly weather files, also known as reference year, which are the most common for energy simulations. Examples are Typical Meteorological Year (TMY), test reference year (TRY), weather year for energy calculation (WYEC), International Weather for Energy Calculations (IWEC), as well as the design reference year (DRY).

Reference year files are a single year composed of 12 months selected as the most representative in a multi-year series. These files are characterized by having a true frequency, true sequences and true correlations (Lund, 1991; Lund & Eidorff, 1981), the last one being the most important (Guan, 2009). This means that a reference year has to be prepared starting from actual weather recordings, selecting the most typical ones without altering the cross-correlations among weather variables (Pernigotto, Prada, Cappelletti, & Gasparella, 2017).

Among the most widespread weather data is the IWEC (Gherri, 2015; Roetzel & Tsangrassoulis, 2011), which were developed under the American Society of Heating, Refrigerating, and Air-Conditioning Engineers (ASHRAE) research project RP-1015 (Thevenard & Brunger, 2002). ASHRAE collected hourly raw data worldwide in attempt to unify weather files in a format similar to TMY3 (Herrera et al., 2017). A comprehensive amount of observations are considered, covering from 12 to 25 years of records, including parameters such as wind speed and direction, sky cover, visibility, ceiling height, dry-bulb temperature, dew-point temperature, atmospheric pressure, liquid precipitation etc. Hourly data for radiation are estimated empirically based on other parameters. Recently, ASHRAE has updated the format into a IWEC2 (Y. J. Huang, 2014), which contain an improved estimation of the solar radiation. Currently there are available 3012 weather files for locations outside USA and Canada (J. Huang, 2010).

Lack of long-term weather records usually limits the generation of typical annual weather files in any format (Al-Mofeez, Numan, Alshaibani, & Al-Maziad, 2012). Because of this, it is common for engineers to use synthetic weather data, generated e.g. by the commercial software Meteornorm. This tool includes a database for solar energy applications combined with a synthetic weather data generator. It can produce weather files for any site with a time resolution of an hour or even a minute (Remund, Müller, Schilter, & Rihm, 2010). Meteornorm integrates a climate database of measurements collected from various sources (8350 weather stations by 2018), which allow to create an average year based on monthly mean values from a long-term dataset.

1.3 Energy labelling system

The certificate is required whenever a building is constructed or for existing buildings, before it is marketed for sale or rent. EPCs are produced using standard methods with standard assumptions about energy usage so that the energy efficiency of one building can easily be compared with another building of the same type (Cappelletti, Dalla Mora, Peron, Romagnoni, & Ruggeri, 2015). EPCs and inspection reports intend to provide accurate and valuable information to building owners and tenants on the energy performance of their buildings. It is also supposed to specify recommendations about how the property can be improved, which will be an important factor to help building owners in a tangible way. According to the IDEAL EPBD project, the trust in the energy performance rating was found to be much higher if specific recommendations on how to improve the energy performance of the building are included in the certificates (Backhaus, Tigchelaar, & de Best-Waldhofer, 2011).

Since the EPBD allow some freedom in the implementation of the labelling system, many countries have implemented the EPC system according to the local needs. With this variety of certification schemes, challenges were identified such as how to improve the quality of the results and along with that the recommendations, without increasing the values of the certificates. One of the suggestions is to ensure that recommendations accompanying the EPC relate to actual climate and energy consumption (Geissler & Altmann, 2015). This is relevant particularly for
countries like Norway, where only one weather file for the entire country is used in the energy labelling system. The reason of harmonizing the climate of Norway by using Oslo data could not be found by the authors. However, a study performed under the TRANSES in 2009 states that it can be estimated that about 76% of dwellings are located in areas with a climate comparable to or milder than the Oslo climate. Hence, the Oslo climate could be adopted as an average climate valid for the entire building stock (Sartori, Wachenfeldt, & Hestnes, 2009). However, Norway can be classified in seven different climate zones based on the Degree-Days method (EnoVA, 2006), where large cities can be identified in each zone.

1.4 Methodology

The study is presented in three bodies. First, an energy-labelling tool is used to estimate the energy demand of the building. The results are used to calibrate a model in EnergyPlus (e+). Second step is to run the e+ model with the weather data sets for the seven climate zones found for Norway, Alta, Bergen, Fagernes, Mo i Rana, Oslo, Trondheim and Tromso. From this, energy consumption and rating are compared. Third step shows how the weather file influences the energy consumption when upgrading the building to passive house level. Three different types of weather data, IWEC, Meteonorm and the standardized Norwegian weather file are applied and their influence on the results is compared. It is noticed that ASHRAE does not have data for zone 5 (Mo i Rana). Due to this, the file from Meteonorm is used, since a comparison between both sources was done, showing similar results with the other cities (Section 2.1).

1.5 Cases and materials

The case used for the study is Figure 1 shows the building considered in this investigation. It is conceived as a module of a wooden terraced dwelling from 1994 located in Oslo. The building code from 1987 was the current one at that time.

The dwelling is 146 m², distributed on three levels. Some key properties of the dwelling are presented in Table 1. The U-values are realistic values, ventilation rate is according to NS 3031, while air leakage is the minimum requirement in the 1987 building code.

Table 1. Some key properties of the dwelling.

<table>
<thead>
<tr>
<th>Component</th>
<th>Bases level</th>
<th>Passive house level</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-values [W/(m²K)]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>External walls</td>
<td>0.28</td>
<td>0.15</td>
</tr>
<tr>
<td>Ceiling</td>
<td>0.32</td>
<td>0.10</td>
</tr>
<tr>
<td>Expose floors</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>Basement walls</td>
<td>0.3</td>
<td>0.15</td>
</tr>
<tr>
<td>Windows/doors</td>
<td>1.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Ventilation [m³/h]</td>
<td>1.2, exhaust</td>
<td>1.2, exhaust</td>
</tr>
<tr>
<td>Air leakage at 50 Pa [ACH]</td>
<td>4.0</td>
<td>2.8*</td>
</tr>
</tbody>
</table>

*a)irtightness value does not follow the passive standard since this is a retrofitting case, the air leakage rate was set according to literature (Gillott et al., 2016).

A second round of simulation were performed after upgrading the initial case to passive house standard (NS 3700). The input data are also presented in Table 1.

The software used for the study is Simien, which is the most common simulation tool for such calculations in Norway. The tool has the Norwegian energy labelling regulation, which is based on NS 3031, integrated. E+ is used to compare the different weather files. The building model, which is shown in Figure 1, is created in Open Studio. According to IBPSA, e+ is the most common building simulation tool worldwide.

1.6 Weather data analysis

In order to evaluate the pertinence of the climatic zones proposed by ENOVA, the weather data set (IWEC) for each city are compared based on Heating Degree Days (HDD). Table 2 provides the geo-references of each city, while ENOVA weather classification and HDD are presented in Figure 2. The IWEC weather file contains real weather data, while the Meteonorm data are synthetic. Therefore, the IWEC data are used for this task (except for Mo i Rana as explained above). Figure 2 shows an average difference of 667 HDD between the cities. The minimum difference was 299 HDD between Trondheim and Oslo, while the maximum difference was 3999 HDD between Alta and Bergen. The variations in temperature and solar radiation are presented in Figure 3. The assessment of the weather data shows significant variation in HDD and solar radiation between the selected cities. This reflects that the weather data selected for the assessment are pertinent for the purpose of the study. Since they clearly represent climatic singularities.
Table 2. Geo-references of the cities

<table>
<thead>
<tr>
<th>Climate Zone</th>
<th>City</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Oslo</td>
<td>59.90</td>
<td>10.62</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>Bergen</td>
<td>60.38</td>
<td>5.33</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>Fagernes</td>
<td>60.98</td>
<td>9.23</td>
<td>365</td>
</tr>
<tr>
<td>4</td>
<td>Trondheim</td>
<td>63.47</td>
<td>10.93</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>Mo i Rana</td>
<td>66.31</td>
<td>14.14</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>Tromso</td>
<td>69.68</td>
<td>18.92</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Alta</td>
<td>69.98</td>
<td>23.37</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 2. Map of the Climate zones, based on the ENOVA classification, with the HDD from the IWEc file for the selected cities (for Mo i Rana, Meteonorm file was used).

2 Results

2.1 Energy consumption comparisons

The energy consumption obtained by using IWEC and Meteonorm files is presented in Table 3 and Figure 4. Figure 4 provides the results in case of using the official Norwegian weather data file as well.

Comparing the weather data, an average difference of 3.7% between IWEC and Meteonorm is observed, while Meteonorm data occurs a lower energy demand for all the cities. Moreover, important differences between the official Norwegian weather file and the other data files, even for zone 1, are also displayed. These differences are attributed to considerable deviations in terms of global solar radiation and dry temperature that exist between the weather files.

Considering IWEC weather data file and taking into account Oslo (zone 1) as a reference, the highest deviation is 60 kWh/m² per year, represents 31% increase and is found in Alta (zone 7). Only zone 2, represented by Bergen, shows a lower energy demand than Oslo; 10.5 kWh/m² less per year, which is a difference of around 7%. However, the step variation between the zones ranges has an average difference of 7.5 (without considering Mo i Rana). This indicates that the distances in terms of energy consumption between the zones may be too close, however other aspects different than heating needs may be the determinant factor for its differentiation, such as thermal oscillation, solar radiation etc. Moreover, the behaviour per season are notoriously different, which indicate that different strategies might be needed particularly in summer.

Figure 3. Climate graphs of the cities in the study. The data shows that they are important variations, mainly in temperature and solar radiation, which both have a great impact on the energy demand.
Table 3. Annual energy consumption for the various climate zones with IWEC and Meteonorm weather data.

<table>
<thead>
<tr>
<th>Climate Zone</th>
<th>IWEC [kWh/m²]</th>
<th>Meteonorm [kWh/m²]</th>
<th>Deviation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Oslo</td>
<td>149.4</td>
<td>136.8</td>
<td>8.4</td>
</tr>
<tr>
<td>2. Bergen</td>
<td>138.9</td>
<td>126.5</td>
<td>8.9</td>
</tr>
<tr>
<td>3. Fagernes</td>
<td>185.8</td>
<td>180.9</td>
<td>2.6</td>
</tr>
<tr>
<td>4. Trondheim</td>
<td>156.5</td>
<td>143.9</td>
<td>8.0</td>
</tr>
<tr>
<td>5. Mo i Rana</td>
<td>-</td>
<td>182.8</td>
<td>-</td>
</tr>
<tr>
<td>6. Tromso</td>
<td>191.7</td>
<td>187.6</td>
<td>2.1</td>
</tr>
<tr>
<td>7. Alta</td>
<td>209.3</td>
<td>200.1</td>
<td>4.4</td>
</tr>
<tr>
<td>Average</td>
<td>172.0</td>
<td>165.6</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Figure 4. Energy consumption obtained by using the different weather data sources.

2.2 Monthly analysis

The results from the simulation with the IWEC database, showed that in terms of heating demands there is not a harmonized map over the different zones. In order to show these differences more clearly, the surface plot in Figure 5 and 6 was designed. The cities are arranged from the highest to the lowest energy demand on one axis, and the same is done with the months on the second axis. The range was set up based on the minimum average differences between the seasons. Thus, four prominent areas cover most of the surface plot. A fifth area (dark blue) with the highest energy demand can be seen for Alta, Fagernes and Mo i Rana. In spite that Tromso has the second highest annual energy demand, it does not reach the dark blue area. This is because the heating demand during summer is much higher than in the other zones. As a reference of the current labelling system in Norway, Oslo was highlighted with a line in red, to easily compare its energy consumption pattern with the rest of the zones. In winter (yellow and dark blue area) Bergen has the shortest period of energy demand, followed by Oslo. The rest of the cities have a common pattern, with a winter behavior period of five months, six for Alta. During the warmest months (Jun-Aug-May) most of the zones have similar heating demands (0 to 6 kWh/m² per month, light blue area), except Bergen which has almost five months with low energy demand. Due to low solar radiation, Tromso has no summer period, and Alta has only two months. It could also be noted that Oslo has the most regular distribution of energy demand over all the months.

Figure 5. Monthly energy consumption in different Norwegian cities for the base case scenario in descending order.

Figure 6. Monthly energy consumption in different Norwegian cities for the base case scenario in descending order-Front view.

The second round of simulation, with the improvements, is shown in Figure 7 and 8. It shows a more regular map, but the same trend as in the first round is visible. Bergen is the most unique zone, with the lowest energy demand, follow by Oslo and Trondheim with similar distribution of energy consumption through the months. Mo i Rana,
Fagernes, Tromso and Alta is a third group, where the length of the heating periods is similar. Fagernes and Alta had the highest peak, incorporating an extra zone during January.

**Figure 7.** Monthly energy consumption in different Norwegian cities for the Norwegian passive house standard scenario in descending order.

**Figure 8.** Monthly energy consumption in different Norwegian cities for the Norwegian passive house standard scenario in descending order-Front view.

### 2.3 Energy labelling assessment

An energy labelling simulation of the base case was performed with the Norwegian tool (and the standardized Norwegian weather file), which gave a D. The base case was also simulated with the IWEC and Meteonorm weather files. The results of the energy labelling simulations for each city are presented in Table 4, and shows that the same label is achieved with both IWEC and Meteonorm weather data. However, the label for Oslo, Bergen and Trondheim was upgraded to a C, while the rest of the cities maintained the same labelling as achieved with the official Norwegian weather file. However, the steps for each letter from A to D is 38 kWh/m², the cities that had a score of C have an average improvement of 26 kWh/m² from the D level, and these indicates that cities are not near the limit values between ranges, as can be seen in Figure 9.

#### Table 4. Labelling result for the base case.

<table>
<thead>
<tr>
<th>Climate Zone</th>
<th>Official Weather</th>
<th>IWEC</th>
<th>Meteonorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Oslo</td>
<td>D</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>2. Bergen</td>
<td>D</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>3. Fagernes</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>4. Trondheim</td>
<td>D</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>5. Mo i Rana</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>6. Tromso</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>7. Alta</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

**Figure 9.** Results from the labelling under the bases cases scenario.

The scenario with the improvements (passive standard level) using the official Norwegian weather data file, gave the dwelling a B level. The dwelling was only 4.32 kWh/m² per year from an A, however, which is relatively close (the range of the B level is 38 kWh/m²). The same case using IWEC weather data gave an A in Bergen and a C in Alta, while the rest of the cities reached a B. Alta was only 1 kWh/m² per year from a B, though. The labels achieved by the Meteonorm weather data did not show the same concordance as the ones with IWEC data. This is because most of the results are close to the edge of the range of each letter. In despite of this, it is proved that
by simulating the energy consumption of each city with local climate data they perform differently from Oslo.

### Table 5. Labelling results for the passive house level.

<table>
<thead>
<tr>
<th>Climate Zone</th>
<th>Official Weather</th>
<th>IWEC</th>
<th>Meteornorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Oslo</td>
<td>B</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>2. Bergen</td>
<td>B</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>3. Fagernes</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>4. Trondheim</td>
<td>B</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>5. Mo i Rana</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>6. Tromso</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>7. Alta</td>
<td>B</td>
<td>C</td>
<td>B</td>
</tr>
</tbody>
</table>

#### 2.4 Discussion

Norway has a long tradition with energy performance regulations, and new buildings have already a high standard, one of the strictest in EU with this, housing envelope are prepared to efficiently isolate weather conditions. The good quality of the construction indicate that the main measures to reduce energy are not the properties of the envelope but the mechanical heating and ventilation systems. Nevertheless, the building envelope still play a role to reduce the energy losses. The results from this study clearly shows that the weather data file has an impact on the labelling, even if the building in question is on passive house level. These outcomes should be considered in the purposes of the certification system, since the aim of the labelling tools is to inform stakeholders about the performance of the property and with this enable them to compare different options. According to the presented results, however, this may not be the case under a single weather data file scheme. The study was conducted with a terraced dwelling, attached to adjacent dwellings on two sides. This leaves an exposed facade area of 82 m², which represents 16 % of the total envelope. This makes the energy demand of the dwelling less sensitive to weather than e.g. a detached dwelling. Thus, the study has a limitation in order to be representative for various kinds of dwellings. In this respect, future work should focus on proposing climate zones for labelling purposes in Norway, which can be used for policymaking as well as for improving energy saving estimations. In addition, overheating might be an issue in cold climates where buildings are built according to passive house standards. However, this was not confirmed in this study.

#### 3 Conclusion

The analysis of the IWEC and Meteornorm weather data shows a correlation in energy consumption, which means that both can be used for energy labelling. Since IWEC represents real weather data, further analysis of the climate was performed. It became clear that the zone designation is somehow appropriate if the HDD are used as basis for the classification. However, if the energy consumption is used for the assessment of the zones, short steps can be seen between some zones, e.g. zone 5 (Mo i Rana) and 3 (Fagernes) with only 1% difference, zone 6 (Tromso) and 3 (Fagernes) with 3% and zone 4 (Trondheim) and 1 (Oslo) with 4.5%. Despite that this results might show that the zones can be merged, there is reason to think that cooling need might also influence, increasing the distance of the simulation results, but under a single zone approach this is hardly evident.

Labelling rating is the most important piece of evidence from the article to state that local weather data should be used, especially if renovation measures in order to target high level rating are considered. As it was mentioned before, the envelope insulation level is not the main source of energy reductions, however it plays an important role after the heating system is improved. The energy rating used in this study is mainly based on the envelope upgrade, following the Norwegian Passive standard. The conclusion from that task shows that in order to achieve a higher level of energy rating, different level of renovations should be considered according to climatic zone.
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