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Abstract  

Time lag in detecting disease outbreaks remains a threat to 
global health security. Currently, our research team is work-
ing towards a system called EDMON, which uses blood glu-
cose level and other supporting parameters from people with 
type 1 diabetes, as indicator variables for outbreak detection. 
Therefore, this paper aims to pinpoint the state of the art 
cluster detection mechanism towards developing an efficient 
framework to be used in EDMON and other similar syndrom-
ic surveillance systems. Various challenges such as user mo-
bility, privacy and confidentiality, geographical location 
estimation and other factors have been considered. To this 
end, we conducted a systematic review exploring different 
online scholarly databases. Considering peer reviewed jour-
nals and articles, literatures search was conducted between 
January and March 2018. Relevant literatures were identi-
fied using the title, keywords, and abstracts as a preliminary 
filter with the inclusion criteria and a full text review were 
done for literatures that were found to be relevant. A total of 
28 articles were included in the study. The result indicates 
that various clustering and aberration detection algorithms 
have been developed and tested up to the task. In this regard, 
privacy preserving policies and high computational power 
requirement were found challenging since it restrict usage of 
specific locations for syndromic surveillance. 
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Introduction   

Late detection of disease outbreak has been a threat to global 
health security for quite a long time, which cost the world 
many lives, resources, fear and panic. Case fatality rate 
(CFR) of pandemic diseases is still in the ascendance. The 
most recent being Ebola Virus Disease (EVD) in Liberia, 
West Africa. Apart from global fear and panic, EVD regis-
tered over 11000 deaths with national case fatality rate of 
about 70% and local economic losses of $3-4 billion [1, 2]. 
Traditional surveillance systems are mostly passive and rely 
on laboratory confirmations to detect disease outbreak. This 

has been enhanced to syndromic surveillance systems [3] 
which largely depends on visible signs and symptoms with 
data sources including emergency department records  [4], 
school absenteeism, work absenteeism, disease reporting 
systems and over-the-counter medication sales [5, 6]. Never-
theless, the existing syndromic surveillance systems could 
not detect the disease outbreak early enough and their data 
sources, and process excludes the incubation phase of the 
infection [6]but efforts are being made to bridging the gap 
[6-9].  

Recently, the availability of the internet and ubiquity of sys-
tems such as smart phones, tablets, smart watches, laptops 
and other systems have created greater opportunity for the 
advancement of diabetes management technologies and this 
generates big data [10]. In the right mix of cluster detections, 
big data from self-management of diabetes, internet availa-
bility and the prevailing pervasiveness of devices, it is feasi-
ble and efficient to detect infectious disease outbreak as early 
as the incubation stage by using the vulnerability of diabetes 
patients as a sensor [7]. Detection of disease outbreak at the 
incubation stage is important for reducing morbidity and 
mortality through early prevention and control [11-14].  
Therefore, the general objective is to conduct a systematic 
review to determine the state-of-the-art clustering detection 
method, design and evaluation strategies. Associated chal-
lenges such as user mobility, privacy and confidentiality 
along with estimation of geographical location towards the 
development of a cluster detection approach for EDMON and 
other similar syndromic surveillance systems would be pin-
pointed. 

Clustering Approach and Outbreak Detection  

Generally, outbreak of diseases could be presented in cluster 
form either in space, time, or both [15, 16]. Clustering meth-
ods in disease outbreak detection helps in the identification 
of  environmental factors and spreading patterns linked with 
certain diseases [10]. Clustering approach could be roughly 
categorized as temporal, spatial and spatio-temporal. Spatial 
clustering uses multi-dimensional vectors with longitudinal 
and latitudinal coordinates. There are variety of such algo-
rithm such as density-based spatial clustering of applications 
with noise (DBSCAN) [15-17]. Temporal clustering deals 
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with data points associated with time [18, 19]. It includes 
various algorithms such as cumulative summation 
(CUMSUM) and what is strange about recent event 
(WSARE) [20-22]. Spatiotemporal clustering occurs when 
there is the involvement of time and spatial dimension [15-
17].  There are variety of strategies including different dis-
tance functions [23, 24], importing time to the spatial data, 
transform spatiotemporal data to the new objects, progressive 
clustering and spatiotemporal pattern discovery [15, 17]. Ab-
erration detection is mainly performed through thresholding 
mechanisms including various forms such as number of 
standard deviation set from the mean (z-score), generalized 
likelihood ratio (GLR), recurrence interval (RI) and confi-
dence intervals (CI) [25, 26]. 

Materials and Methods 

A literature search was conducted between January 2018 and 
March 2018 through Google Scholar, Science Direct, Pub-
Med, IEEE, ACM Digital Library and Scopus. Different key 
words such as “Spatiotemporal Clustering” /” Syndromic 
Surveillance”, “Syndromic Surveillance”/  ”trajectory Clus-
tering”, “Real Time”/”Syndromic surveillance”/”Clustering 
Mechanism”, “Cell Phone”/”Syndromic surveil-
lance”/”Clustering”, “Mobile Phone”/”Syndromic surveil-
lance”/Clustering”, “Smart Phone”/”Syndromic surveil-
lance”/”Clustering”, and “Aberration Detection”/”Syndromic 
Surveillance”/”Clustering” were used. For a better searching 
strategy, key words were combined using Boolean functions 
such as ‘AND’ ‘NOT, and ‘OR’. Peer reviewed journals and 
articles were considered. The inclusions and exclusions crite-
ria were developed based on the objective of the study and 
through rigorous discussions among the authors. Guided with 
the inclusion and exclusion criteria, basic filtering was done 
by skimming through the titles, abstracts and keywords to 
retrieve records which seemed relevant. Duplicates were re-
moved and articles, which seems relevant, based on the in-
clusion and exclusion criteria, were fully read and judged. 
Other relevant articles were also retrieved using the reference 
list of accepted literatures. Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis (PRISMA) flow dia-
gram was used to record the article selection and screening 
[27].  

Inclusion and Exclusion Criteria 

For an article to be included in the review, the study should 
be a practically implemented system with cluster detection 
mechanisms. Practically implemented algorithms were being 
sorted for because the results of the study were intended to 
be used for development of a framework and practical im-
plementation of syndromic surveillance system in EDMON 
and such similar systems. The study did not have sufficient 
resources to explore into theoretical and unimplemented al-
gorithms for practical implementations hence the need to 
skew to practically implemented algorithms.   The study was 
also limited to English language as  it does not have the  re-
quired resources needed to evaluate and accommodate partic-
ipants who do not speak or write English[28]. The publica-
tion type included journal articles, conference abstracts and 

presentations. There were no time restrictions. Any other 
article outside the above stated scope were excluded 

Data Collection and Categorization  

The data collection and categorization were developed based 
on the objective, literature reviews and authors discussions. 
The categories have been defined exclusively to assess, ana-
lyzed and evaluate the study as follows:  

Table 13-Data categories and their Definitions 

Category Definition 

Clustering and 
Aberration De-
tection Algo-
rithm 

This category defines the kind of cluster-
ing and Aberration detection algorithm 
which the study has used and implement-
ed.  

Type of Clus-
tering Algo-
rithm 

This category defines the type of algo-
rithm. The type of algorithms includes 
spatial, temporal and spatiotemporal algo-
rithms.  

Threshold This category defines the type of thresh-
old used to generate alarms and alerts in 
the study. 

Clustering Cat-
egory 

The clustering algorithms has been cate-
gorized [15]. This dimension tags the 
specified clustering algorithm used to 
their respective category.  

Design method This category indicates the design method 
such as prototype, participatory or joint 
application development, Agile or water-
fall model, that has been used in imple-
menting the system. 

Evaluation cri-
teria 

In this category, the evaluation criteria 
used in evaluating the algorithms has been 
specified.  

Performance 
metrics 

This category specifies the performance 
metrics such as sensitivity, specificity, 
positive predictive value etc., which was 
used in the evaluation of the algorithms. 

Type of Loca-
tion 

Different type of locations are being used 
in clustering. These include geolocation, 
postcodes, counties and many others. This 
category specifies the exact type of loca-
tion which was used in the system.  

Source of Loca-
tion 

The source of location is defined as the 
location where the type of location infor-
mation was obtained from.  

Nature of Loca-
tion 

The nature of the location is defining the 
state of the location as static or dynamic 
nature.  

Visualization 
tool used 

This category also records the type of vis-
ualization tool used in the implementation 
of the visualization aspect of the system.  
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Display Report This category records the type of visual 
displays (graphs, maps, time series etc.) 
which were implemented by the various 
systems in the study.  

Design layout This category records the stages and pro-
cesses used in the architectural design of 
the syndromic surveillance system. For 
example, a layout may consist of data 
acquisition, clustering and aberration de-
tection and visualization [25]. While other 
design layout could include privacy pre-
serving mechanisms, machine learning 
techniques in processing the data and oth-
er layers [29, 30].  

 

Literature Evaluation and Analysis 

Eligible literatures were assessed, analyzed and evaluated, 
based on the above defined categories. Analysis was per-
formed on each of the categories (Clustering and Aberration 
Detection Algorithm, Type of clustering, Threshold, Cluster 
Category, Location Type, Location Source, Nature of Loca-
tion Source, Design Method, Evaluation, Visualization Tool, 
Display Report and Design Layout) to evaluate the state of 
the art approaches. Percentages of the attributes of the cate-
gories were calculated based on the total number of counts 
(n) of each type of the attribute. It is better to take a note that 
some studies might use multiple categories, therefore, the 
number of counts of these categories could exceed the total 
number of articles of these systems presented in the study.  

Results 

Relevant Literatures  

Through searching in the various online databases, a total of 
5,936 records were found. Reading of titles, abstracts, key-
words and guided by the inclusion and exclusion criteria, led 
to an initial exclusion of 5,793 literatures and further remov-
al of duplicates in the record resulted in 125 literatures, 
which were fully read and judged. After full text reading, a 
total of 28 articles were included in the study and analysis as 
shown in figure 3.  
 

Table 1. Type of Clustering Algorithms.  
Type of Algorithms Usage Count % 

Spatial 16 32 

Spatiotemporal 19 38 

Temporal 15 30 

 
 
 
 
 

Table 3: Type of Threshold Detection Mechanisms 
Threshold Usage # % 

Confidence Interval (CI) 1 4 

Generalized Likelihood Ratio 
(GLR) 5 19 

Incidence Ration (IR) 1 4 

Recurrence Interval (RI) 10 38 

Z-Score 9 35 

 

 
 

Figure 3: Flowchart of the review process. 

Literature Evaluation and analysis 

As described earlier, the literatures were assessed, analyzed 
and evaluated based on the above defined categories. The 
following section will describe the findings. 
  

I. Types of Clustering Algorithms 
Among the three types, namely spatial, temporal and spatio-
temporal clustering algorithm, spatio-temporal algorithm is 
found to be the most preferred approach followed by spatial 
and temporal algorithm respectively as shown in the table 1.  

 
II. Clustering and Aberration Detection Algorithms 

There are a variety of clustering and aberration detection 
algorithms implemented in the reviewed literatures, where 
space-time permutations scan statistics is widely adopted 
followed by cumulative summation, space-time scan statistics 
and others as shown in the table 2. 

 

Table 4: Categories of Clustering Algorithms.  
Algorithm Category Usage 

Count 
% 

Different Distance Function (DDF) 1 3 
Importing Time to Spatiotemporal Data 
(ITTSD) 12 32 
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Spatiotemporal Pattern Discovery (STPD) 2 5 
Threshold base Clustering (TBC) 23 60 

 

Table 2- Clustering and Aberration Detection Algorithms. 

Algorithm Usage 
Count 

% 

Risk-Adjusted Support Vector Cluster-
ing(RSVC) 1 2 

Bayesian Spatial Scan Statistics (BSSS) 1 2 

Cumulative Summation (CUMSUM) 8 1
6 

DBSCAN  2 4 
Exponentially Weighted Moving Average 
(EWMA) 1 2 

Flexible Space-Time Scan Statistic(FSTSS) 1 2 

kernel Density 3 6 
K-means clustering 1 2 
K-NN with Haversian distance (KNearness) 1 2 

Log-Linear Regression(LLR) 3 6 

Moving Average(MA) 2 4 

(Shewhart Chart (P Chart) 1 2 
Pulsar Method(PM) 1 2 

Recursive Least Square(RLS) 2 4 

Risk Adjusted Nearest Neighbor Hierarchical 
Clustering (RNNH) 1 2 

 Small Area Regression and Testing 
(SMART),  1 2 

Statistical Process Control(SPC) 2 4 

Space Scan Statistics(SSS) 3 6 

ST-DBSCAN 1 2 

space-time permutation scan statistic(STPSS) 9 1
8 

Space-time Scan Statistics(SSS) 5 1
0 

What is Strange About Recent Event 
(WSARE) 1 2 

 

III. Threshold Detection Mechanisms 

Aberration detection is mainly performed using thresholding 
mechanisms and in this regard, there are various types of 
approaches implemented in the reviewed literatures. To this 
end, Recurrence Interval (RI) is the most widely adopted strat-
egies followed by Z-score, GLR and others as shown in the 
table 3. 
 
IV. Categories of Clustering Algorithms (CCA) 

There are various categories of clustering algorithms, from 
which threshold-based clustering is the most widely adopted 
as shown in table 4. 

V. Design, Evaluation Methods and Performance 
Metrics 

The reviewed literatures have used various evaluation strate-
gies, among which simulation with historical data stood out 
as the most widely adopted approach as shown in table 6. 
The performance metrics which were mostly used are sensi-
tivity (44%) and specificity (36%) as shown in table 5. Proto-
type and participatory designed were used in the study. Out 
of 5 systems which disclosed their design methods, 4 of them 
used participatory approach. 

 
Table 5- Performance Metrics 

Performance Metric Usage Count % 

Sensitivity 11 44 

Specificity 9 36 

Timeliness 2 8 

Consistency 1 4 

Correlation 1 4 

Positive Predictive Value 1 4 

 
Table 6- Evaluation Method 

Evaluation Type Usage 
Count 

% 

Simulation with Historical Data 12 80 

Comparison with Known Outbreak 2 13 

Power of Cluster Detection Test 1 7 

 
VI. Location Type & Nature, and Source of Location  

The literatures have used variety of location type, nature and 
source as shown in the table 7-9. In this regard, majority of 
the study used static location (79%) and the rest used dynam-
ic location (21%). Moreover, the study exploited various 
address such as Geocode (50%), Zip Code (46%) and County 
(4%). Furthermore, various source of locations has been ex-
plored such as Patient Health Record (64%), Mobile Device 
(14%), TCP/IP (11%), County (4%), and School Address 
(4%). 
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Table 7- Location Type 
Type of Location Usage 

Count 
% 

Geocode 14 50 

Zip Code 13 46 

County 1 4 

 
Table 8- Nature of Location Type 

Nature of Location Usage 
Count 

% 

Static 22 79 

Dynamic 6 21 
 
 
 

Table - Source of Location 
Source of Location Usage Count % 

Patient Health Record 18 64 

TCP/IP 3 11 

Mobile Device 4 14 

County 1 4 

School Address 1 4 

 
VII. Visualization Tools and Visual Displays 
Clustering and aberration detection mechanisms in diseases 
outbreak needs to be backed up with excellent visualization 
tools and display to facilitate a quick response from the con-
cerned bodies on the exact timing and place. In this regard, 
the reviewed literatures have adopted various kinds of tools, 
among which ArcGIS (24%), Google Map API (22%), Twi-
Info (22%) as shown in table 10. Moreover, as to the display-
ing mechanisms, map (47%) is the most widely used fol-
lowed by time series (27%), graphs (23%) as shown in table 
11. 

Table 10- Visualization Tools 

Visualization Tool Usage Count % 

ArcGIS 3 24 

Google Map API 2 22 

TwiInfo 2 22 

OpenStreetMap 1 11 

JFreeChart 1 11 

 

 

Table 11- Visual Displays 

Visual Display Usage 
Count 

% 

Maps 14 47 
Time Series 7 27 

Graphs 8 23 

Color Indicators 1 3 

 

VIII. Design layout 

The design layout identified in the study have been abbrevi-
ated and defined as follows; 

DCADAA: This layout consists of obtaining Data first. Then 
Clustering and Aberration detection are done, followed by 
generating Alarms to create  Alerts of aberrations [20]. 
DCAVAA: A visualizing module is built in addition, to pro-
cesses defined in DCADAA [29]. DCTCAVAA: In addition 
to DCAVAA layer defined above, this layer has data clean-
ing and transformation features. DCFADAA: In addition to 
DCADAA, this layout does data filtering or categorizing the 
data into some defined groups either manually or by employ-
ing machine learning techniques. DPVCAAA: In addition to 
DCAVAA layout, this layout has privacy preserving mecha-
nisms such as anonymization and pseudonymizing [31, 32]. 
RDPVCAAA: On top of DPVCAAA layout, there is an addi-
tional module which for real time data process[31] [29, 31]. 
TDCAVVAA: In addition to DCAVAA, this layout, tracks 
user’s movement to obtain the data. This is followed with 
validating the data before Clustering and Aberration detec-
tion.[29, 30]. 

Table 12- Design Layout. 

Abbreviation Usage Count % 

DCADAA 12 55 

DCAVAA 1 4.5 

DCTCAVAA 3 14 

DCFADAA 2 9 

DPVCAAA 2 9 

RDPVCAAA 1 4.5 

TDCAVVAA 1 4.5 

Discussion 

The general objective is to use a systematic review to assess 
the state-of-the-art clustering algorithms and other features of 
systems, which can be used to develop an effective and effi-
cient cluster detection mechanism in EDMON and other sim-
ilar syndromic surveillance systems. A summary of the most 
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used approaches and categories are given in the table 13 be-
low; 

Table 13: Summary of the most used approaches 
Category Most Used 

Clustering Algorithm Space Time Permutation Scan 
Statistics 

Type of Clustering Spatiotemporal type  

Threshold Recurrence Interval 

Algorithm Category Threshold base Clustering 

Design Method Participatory Design  

Evaluation Method Simulation with historical data 

Performance Metric Sensitivity 

Type of Location Geocode 

Source of Location Patient Health Record 
Nature of Location 
Source Static 

Visualization Tool 
Used ArcGIS 

Displayed Output Maps 

Layout DCADAA 

 

STPSS is one of the spatiotemporal algorithms which is used 
by most of the syndromic surveillance systems in detecting 
disease outbreak. Space and time of potential disease out-
break detection is a very efficient method since health man-
agement can plan for such potential outbreaks. Health man-
agement would know where and when to allocate resources 
to potential outbreak areas. Another reason of its high usage 
count could be that the algorithm does not require population 
at risk data to draw the expected baseline value. But it dwells 
on the detected cases to determine the expected count [14]. 
This approach provides significant trend of baseline data 
while avoiding inclusion of historical data that is irrelevant 
to the current period. STPSS unlike most of the algorithms 
does not draw its baseline data (expected cases) from inaccu-
rate population at risk, a control group, or other data that 
provide information about the geographical and temporal 
distribution of the underlying population at risk. Such base-
line data are inaccurate because there exist significant geo-
graphical variation in health-care utilization data due to dif-
ferences in disease prevalence, health care access and con-
sumer behavior [14]. Unlike spatiotemporal algorithm, spa-
tial algorithms would only indicate where aberrations would 
occur. This makes planning difficult for health management 
since it will be difficult to know when to implement health 
interventions having known potential places for disease out-
break. Sometimes, spatial algorithms are implemented to-
gether with temporal algorithms [33]. This gives the surveil-
lance system the spatiotemporal properties. The most used 

thresholds for aberration detection in spatiotemporal algo-
rithms was Recurrence Interval (RI). This could be as a result 
that the combination of RI and Monte Carlo Replication 
helps to easily determine  and set specificity of the system 
[34]. The Monte Carlo simulation is a probability module 
which is often used with RI or GLR on a cluster to draw a 
threshold and to determine the likelihood occurrence of a 
cluster by chance within a specified period for which the 
analysis is repeated in a regular basis. For instance, in a daily 
analysis, if the Monte Carlo replication was set to 999 with 
statistically significant signal  of p value < 0.001, the RI 
would be 1000 days since in disease surveillance the RI is 
the inverse of the p value. [34]. This implies that, for each 
1000 day, the expectation of false alarms would be an aver-
age of one false signal per 1000 days or 2.7 years and the RI 
would be set to the number of days of the baseline data[35]. 

CUMSUM is a temporal algorithm which was mostly used 
together with special algorithms. Its ease easy and efficiency 
might have accounted for the high usage[36].About 60% of 
the algorithms were classified to be Threshold Based Catego-
ry (TBS) [15]. This corresponded to relatively high usage of 
spatiotemporal algorithms. Most of these algorithms em-
ployed cylindrical risk regions to detect clusters. The radius 
formed the area of the map, while the height represented the 
time. The radius and time were varied to some upper bound 
thresholds. Participatory design was majorly used while sim-
ulation with historical data was mostly used to evaluate the 
clusters in most of the algorithms. Sensitivity and specificity 
were the most used performance metrics in the evaluation. 
This could be the case because users were possibly much 
interested in a system with reduced false alarms rate. In terms 
of location, geocodes of census track or hospitals and zip 
codes were mostly used as location points for the clustering 
algorithms. These records were mostly retrieved from patient 
health records. Dynamic nature of the sources of location 
were of low count. The low count could have been due to the 
undeveloped and difficulties associated in acquiring and pro-
cessing dynamic nature of location source data for syndromic 
surveillance. Also, the stringent inclusion and exclusion cri-
teria on practically implemented syndromic surveillance sys-
tems might have accounted for the low count of dynamic 
nature of location sources. Furthermore, privacy preserving 
polices and high computational time requirement prohibited 
the use of exact location of persons for syndromic surveil-
lance. Exact locations such as house numbers and tracking of 
individuals were only used for group data at the zip code or 
county level. Information on the exact place of infection is 
also vital for early prevention and control of morbidity and 
mortality. But these limitations often hamper the accuracy of 
information on place of infection since the information col-
lected often relates much to the place of notification which is 
usually far from place of infection [37, 38]. Also, systems 
which provided text space for users to indicate their location 
had some limitations. Users did not indicate proper locations 
or addresses so their locations could not be geocoded. This 
resulted in limited sample size [32, 39]. 

 ArcGIS was mostly used to display graphs in this review. It 
is possible that maps were majorly displayed because it can 
be used to represent both spatial and spatiotemporal data. 
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This could have accounted for their high usage of 34% and 
47% in their respective categories. In the system design lay-
out category, most of the systems were interested in obtain-
ing data from various sources first. Clustering and Aberration 
detection were done, followed by generating Alarms to cre-
ate Alerts of aberrations. This was abbreviated to 
(DCADAA) for ease of data processing. Tracking for data, 
acquiring data in real time, privacy preserving mechanisms, 
filtering and data cleaning were some of the layout processes 
employed in few of the systems studied. The low rate of 
tracking persons for data sources could be due to legal, pri-
vacy and ethical reasons. Low count of filtering and data 
cleaning could be due to implementation challenges as ma-
chine learning algorithms and natural language processing 
tools are used for effectiveness. Privacy preserving mecha-
nism is also very vital of which all the systems should have 
implemented [31]. But the low count rate could have been 
due to low enforcement of privacy preserving laws in data 
processing. 

The Study Limitations  

There is a limitation resulting from impact and study de-
sign[40].The study was specifically focused on practically 
implemented algorithms in relation to syndromic surveillance 
using clustering mechanisms. The inclusion and exclusion 
criteria were very specific and stringent on practically im-
plemented syndromic surveillance systems. Therefore, there 
is the tendency of missing out some algorithms which were 
not practically implemented in syndromic surveillance sys-
tems.  For instance, despite an exhaustive search in combina-
tion with the search keys, “Cell Phone”, “mobile phone” and 
“Smart Phone”, there were limited information regarding 
mobile phone base trajectories clustering used in syndromic 
surveillance.  

Conclusion  

The aim of this review was to derive the state-of-the-art clus-
tering algorithm and its associated design and evaluation 
methods from practically implemented syndromic surveil-
lance systems. The study revealed Space-Time Permutation 
Scan Statistics as the most implemented algorithm. The 
uniqueness and efficiency of STPSS is that its baseline or 
expected count is based on its detected cases within a defined 
geographical distance (cylinder radius) and area or temporal 
window (cylinder height). This approach provides significant 
trend of baseline data while avoiding inclusion of historical 
data that is irrelevant to the current period. This algorithm 
can be used in EDMON and other similar syndromic surveil-
lance systems that are aiming towards implementing state-of-
the-art cluster detection mechanism. Temporal and spatial 
algorithms can also be combined to achieve efficient space 
time result. This study has also provided wide data categori-
zation, ranging from design of the system to the display of 
reports. Therefore, we foresee these results might foster the 
development of effective and efficient cluster detection 
mechanisms in EDMON and other similar syndromic surveil-
lance systems. 
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