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Abstract

The learning healthcare system ideas brought novel approaches to knowledge generation and adoption in healthcare. High focus on data created in routine practice highlighted the underexplored potential for quality improvement, cost reduction and personalized care. While the high-level goals promise major improvement in healthcare delivery worldwide, it is less clear how such practices should be implemented and maintained. Technical infrastructure to ensure data access and processing capabilities is the initial building block enabling agile learning from practice. Selection between distributed data processing network and centralized repository as a fundament for the learning healthcare system has implications to further development of the system and its utility. This paper contrasts two architectural patterns and highlights their advantages and limitation to serve data access and processing needs in the learning healthcare. It provides comparative insights in decision making and assists in selecting an approach for implementation.
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1 INTRODUCTION

Evidence based medicine (EBM) has left its footprint in modern healthcare by developing new research methodologies, building novel knowledge bases to be implemented in clinical care and increasing scientific publication standards. However, overwhelming amount of evidence in a form of scientific papers and slow adoption of knowledge in practice were identified as major limitations of EBM (Greenhalgh et al., 2014). It is shocking that the average duration of implementing research knowledge in clinical practice may span to 17 years (Morris et al., 2011). This finding gave an impetus for a novel approach to knowledge creation and adoption in healthcare – the Learning Healthcare System (LHS) (Institute of Medicine (US) Roundtable on Evidence-Based Medicine, 2007).

Since the first time mentioned in 2007, LHS attracted major attention in academia worldwide. The conceptual ideas were further developed with increasing expectations that the continuous loop of data-knowledge-clinical practice will change knowledge generation in medicine as we know it. Faster progression of research knowledge into practice, improved adaptation to individual patient needs, delivering personalized care, better balance in resource and costs utilization are major promises making LHS a preferred future direction for healthcare (Institute of Medicine (US) Roundtable on Evidence-Based Medicine, 2007). However, after ten years of global effort, we are not much further compared to where we started. Even though the limitations in healthcare delivery are often clear, implementing changes still takes long. A recent review on LHS implementations confirmed it by identifying a relatively low number of attempts to implement LHS in practice. While the expectations in LHS are high, little is done to actually adopt LHS practices in reality (Budrionis and Bellika, 2016).

Lacking guidance on the infrastructure development was identified in the review. It is not yet clear whether LHS infrastructure should work as a distributed computation network (Figure 1A), analyzing health data close to real-time or a centralized repository (Figure 1B) accumulating data from various sources and making it ready for statistical analyses. The reviewed LHS instances divided almost equally when selecting their approach to the technical architecture (6 – distributed, 7 – centralized) (Budrionis and Bellika, 2016). Since both approaches have their strengths and weaknesses, this paper aims to compare them providing comprehensive argumentation for future development to enable an informed decision when choosing between the centralized and distributed LHS architectures. This paper looks into fundamental factors differentiating both approaches and present a comparative analysis based on predefined metrics.
Figure 1 infrastructure for the LHS. A - distributed, B - centralized

2 MATERIALS AND METHODS

To compare the distributed and centralized LHS infrastructures an analysis framework was established. It originates from personal experience in building a distributed LHS infrastructure in Norway and combines characteristics, which were identified as important in this process. Centralized infrastructure refers to clinical data repository or registry, accumulating large amounts of data from various sources (Figure 1B). For the purpose of comparability, we assume that centralized system has the same data refresh rate as distributed one and does not store patient identifiable information. Moreover, unlike the national health registries\(^1\), centralized LHS infrastructure is assumed to accumulate broad spectra primary care data without focusing on a certain use case (for instance, cause of death registry).

Distributed architecture functions as a network of computational nodes processing patient data locally in healthcare institutions and only sharing final results (Figure 1A).

Seven comparison areas were analyzed, giving a deeper insight in both architectural patterns. Data access and timeliness (1) was regarded as the fundamental piece of functionality fulfilling the main requirements for the LHS infrastructure. Capacity of statistical analyses (2) defines the potential of data reuse and ability to provide proof for behavior change in healthcare, while having sufficient measures to ensure patient privacy and data security (4). Having control over data (3) is of high importance, especially in primary care, where clinicians have an ownership relation to patient information they are collecting. Quality of data and its utility (5) in knowledge generation needs to be maximized together with the availability (6) to ensure sufficient feedback to the parties contributing to the overall system. Ability to integrate knowledge bases across borders (7) needs to be evaluated with regards to the legal frameworks and architectures for supporting the evolvement of the LHS. The aforementioned criteria define the comparison framework, which is explored in the remainder of this paper.

3 RESULTS

3.1 Data access and timeliness

Access to data is the main prerequisite enabling continuous LHS loop. Routine data is the source of knowledge for quality improvement and performance monitoring, therefore accessing it in a timely manner is a natural starting point when adopting LHS in practice. A traditional data access approach leveraging the long lasting experience is a centralized data storage. Clinical data is transferred and stored in a centralized repository at predefined time intervals, often as seldom as once every few years. Referring to the assumption made in Method section, data refresh rate is expected to be the

same on both centralized and distributed architectures, therefore it is not highlighted as disadvantage.

On contrary to centralized data storage, distributed access to data implies no movement of data from the location it is collected. Data processing capacity is moved instead, implying access to close to real-time data. In other words, the infrastructure is a network of computational nodes, performing statistical computations on local data and aggregating the results. In this hypothetical case of equivalent data refresh rate, data access properties are comparable on both approaches. However, requirements for availability and reliability of the overall system are higher for distributed architecture to ensure sufficient coverage of data sources (discussed in section Data availability).

3.2 Capacity of statistical analyses

LHS is built on the idea of extracting knowledge from data. Therefore, the capacity of available statistical analyses is of high importance for achieving the goals of the LHS. Centralized data storage, in this case, does not have limitations with regards to methods, techniques and algorithms. Established data processing and analysis tools could be chosen based on personal preferences and results of the calculations can be reproduced at any time. Distributed data analysis counts on distributed statistical processing algorithms, which are often referred to as research initiatives rather than established data processors (Asfaw Hailemichael et al., 2015; Bellika et al., 2015; Yigzaw et al., 2013). The availability of supported statistical functions is currently limited, however, it is improving and more off-the-shelf tools will likely become available in the future. Major limitation of distributed data processing is the lacking ability to explore data and verify the correctness of computations. Moreover, reproducing results from previous computations may be complicated due to changes in data and availability of the processing nodes.

3.3 Control over data

Care providers have the responsibility of ensuring secure management of patient data. Norwegian primary care consists of a large number of relatively small GP offices, running their EHR systems locally or hosted by municipality. Therefore, GPs often have a special ownership relationship to the data they are collecting. Having all data locked up in a server room gives a feeling of control over sensitive information and helps implementing security measures. Regardless of the aforementioned attitude, patients are data owners, currently having limited or no control over their personal information accumulated by healthcare services.

Getting access to such data for research is often a difficult process highly dependent on the willingness of GPs to collaborate. Moving data from EHR to a research repository (registry) for a GP means losing control over patient information, which could later be used for various purposes (for instance, monitoring the performance of a certain GP). On the other hand, distributed data processing infrastructure ensures that patient data does not leave the institution it was generated and is only used in computations. Only the final product is then shared across institutions, protecting the privacy of both patient and GP. In this case GPs maintain the ownership of the data while enabling research and quality improvement activities. Moreover, distributed infrastructure ensures the ability to opt out of the network at the same time revoking access to data without involving infrastructure administrator or leaving any data trace.

3.4 Patient privacy and data security

Health data breaches are becoming a major threat to patient data security. Number of incidents and severity is increasing as reported in the American Health Information Breach Portal (U.S. Department of Health and Human Services, Office for Civil Rights, n.d.). Sixteen percent of reported incidents are caused by hacking or related to security of IT systems, however, they are responsible for health data losses of 79% of the population affected by incidents of handling health data from 2010 to 2016 (U.S. Department of Health and Human Services, Office for Civil Rights, n.d.). Similar trends are likely in other developed countries, highlighting that data security in healthcare sector is not managed well enough. This fact needs to be kept in mind when selecting the design approach for the LHS.

The level of sensitivity of health data needs to be assessed when deciding what data should be available for the LHS. Direct patient identifiers (personal number, phone number, etc.) can be replaced or hashed, however, reidentification risk still remains, especially in cases of rare diagnosis/symptoms and small patient communities.

Selection of data access and processing infrastructure plays a role in ensuring the security of patient data. If we define the risk as a product of likelihood and consequences, it is clear that centralized data storage, accumulating all data has higher security risk profile than distributed infrastructure. The consequences of a data breach in an infrastructure containing data for the entire population are catastrophic. An equivalent data breach in a distributed infrastructure implies getting access to every node in the system, containing a small fragment of the entire dataset stored centrally. The likelihood of compromising all nodes in the network is very small.

3.5 Data quality and utility

To preserve patient privacy, compromises on data quality and completeness need to be made. This process is more evident in a centralized architecture where access to the extracted data is available to the users. Data exploration step raises major security threats and may require information, which does not identify the patient directly, but could be used to find out the identity, to be excluded (for instance, zip code could be sufficient to identify a person having a rare condition). Relations between data variables could provide insights into the identity of the patient. Excluding all data, which potentially identifies the
patient (directly and indirectly) threatens the utility of the dataset.
The lacking direct access to raw data in a distributed architecture for data processing could be seen as an advantage from patient privacy and data quality point of view. Relatively few patient identifiers need to be excluded, maximizing the utility and maintaining higher quality of the available data.

3.6 Data availability
Referring to the assumption made in the Method section, data refresh rate is kept equivalent on both data processing approaches. Regardless of the selected infrastructure, data availability comprises of two steps: data supply from EHRs and availability of extracts to statistical analyses. Ensuring reliable data collection from EHRs may be challenging due to varying network infrastructure, power outages and human factors. However, this step is equally challenging in both approaches, while the complexity of the next one depends on the selected architecture. Many techniques and tools exists for delivering high availability of a centralized system populated with data. It is, however, often complicated to reach high availability in a distributed infrastructure where data extracts are also distributed and every node needs to be highly available for data processing. On the other hand, in many cases data processing does not need to be performed at the exact moment, when the query is created. Tasks targeting certain nodes could be pooled until expected coverage is reached and results for the available network is computed. It could minimize data availability concerns in the distributed architecture scenario.

3.7 Cross-border coverage
Expanding the scope of the LHS across region/country borders or linking several national LHS is an important functionality in a long-term development of the health data reuse infrastructure. It may be more relevant for systems covering relatively small populations to maximize the number of cases, especially for rare conditions. Legal obstacles often arise when trying to create such knowledge bases. It could be rather complicated or in some cases impossible to reach international coverage of the LHS using centralized data reuse infrastructure. Varying legal regulations regarding privacy preservation in patient data need to be addressed and finding a compromise could easily become a long and cumbersome process requiring changes in legal requirements in all participating countries. Storage of such information outside the country of origin is a known restriction without a clear solution.

Distributed LHS infrastructure may be seen as a solution addressing the aforementioned challenges. It assures, that patient data does not leave the country of origin, voiding many of the legal barriers. Regardless of the easier adaptation to the existing legal frameworks, many problems related to data interoperability, management of the infrastructure, sustainable funding and other aspects need to be addressed.

4 DISCUSSION
The comparative analysis summarized strong and weak points of choosing distributed or centralized architecture for implementing the LHS. A brief list of summary points is represented in Table 1.

Table 1 provides argumentation why making a choice between the two approaches is a complex task, as it was indicated in a recent review on the implementations of the LHS (Budrionis and Bellika, 2016). Both approaches have their advantages and limitations, which could have different weights depending on the legal framework the system is implemented in, experiences with health data reuse and other factors. Even though ensuring the privacy of patient data should be the highest priority, it also minimizes the utility of data and could even lead to misleading results (Tucker et al., 2016). It calls for research and development of novel techniques for privacy preserving data processing.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Distributed</th>
<th>Centralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Data access and timeliness</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>2. Capacity of statistical analyses, trust in results</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>3. Control of data</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>4. Patient privacy/data security</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>5. Data quality and utility</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>6. Data availability</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>7. Cross-border coverage</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td><strong>Sum:</strong></td>
<td>5+, 2-</td>
<td>3+, 4-</td>
</tr>
</tbody>
</table>

Table 1 Comparison of distributed and centralized data processing architectures for LHS (+ indicates that the infrastructure is sufficient for addressing the needs of the LHS, - lacks support to meet the requirements of LHS, * marks cases dependent on assumption of equivalent data refresh rate made in the Method section)

Assumptions made in Method section ensured that narrow purpose health registries were not included in the comparison due to their different function, which does not fit into the agile nature of the LHS. Instead, a multipurpose data storage was used in the comparison, meeting the requirements for establishing the LHS and highlighting the implications of centralized and distributed data processing. A term multipurpose in this context represents the potential utility of data to deliver benefits to various stakeholders. Such benefits should not be solely focused on clinicians in return to their data contribution or governmental bodies financing the initiative. The aforementioned assumptions made a centralized data storage a comparable counterparty, however, it is not yet clear how such information resource should be built and
maintained. There are many unanswered questions in large-scale distributed architecture as well, however, in a long run it has the potential to address all anticipated data reuse needs and overcome the bottle-necks of the centralized systems (Brown et al., 2010).

This paper has not looked into the potential of “hybrid approaches” combining the strengths of both distributed and centralized architectures. Centralization could be performed at various levels (for instance, commune), while keeping the advantages of distributed architectures in higher levels. Such choice would potentially increase the complexity of the overall system, but could contribute to addressing the weaknesses of both architecture choices summarized in Table 1. This approach calls for more research evaluating its feasibility and potential benefits.

5 CONCLUSIONS
This paper looked into the advantages and limitations of distributed and centralized health data processing infrastructures to support the development of the LHS. It provided argumentation for making the decision between the two architectures. The conclusions of the comparison were consistent with the findings of a recent literature review (Budrionis and Bellika, 2016) and global development in the field. A straightforward clear-cut answer to the question “distributed or centralized?” does not seem to exist and many important aspects need to be considered in the decision process.

Several discussed criteria were in favor of the distributed data access and processing architecture as a fundament for the LHS. Capacity of the available statistical methods, trust in the results and data availability were regarded as major limitations (Table 1), however, even more weak points were identified in the centralized approach. It calls for research to address the deficiencies of both approaches to meet the requirements of the LHS infrastructure better.
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