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Abstract

This paper describes a method for automatic recognition of isolated Swedish Sign Language signs for the purpose of educational signing-based games. Two datasets consisting of 51 signs have been recorded from a total of 7 (experienced) and 10 (inexperienced) adult signers. The signers performed all of the signs 5 times and were captured with a RGB-D (Kinect) sensor, via a purpose-built recording application. A recognizer based on manual components of sign language is presented and tested on the collected datasets. Signer-dependent recognition rate is 95.3% for the most consistent signer. Signer-independent recognition rate is on average 57.9% for the experienced signers and 68.9% for the inexperienced.

1 Introduction

Sign language and different forms of sign-based communication is important to large groups in society. In addition to members of the deaf community, that often have sign language as their first language, there is a large group of people who use verbal communication but rely on signing as a complement. A child born with hearing impairment or some form of communication disability such as developmental disorder, language disorder, cerebral palsy or autism, frequently have the need for this type of communication known as key word signing. Key word signing systems borrow individual signs from sign languages to support and enforce the verbal communication. As such, these communication support schemes do away with the grammatical constructs in sign languages and keep only parts of the vocabulary.

While many deaf children have sign language as their first language and are able to acquire it in a natural way from the environment, children that need signs for other reasons do not have the same rights and opportunities to be introduced to signs and signing. We aim at creating a learning environment where children can learn signs in a game-like setting. An on-screen avatar presents the signs and gives the child certain tasks to accomplish, and in doing so the child gets to practice the signs. The system is thus required to interpret the signs produced by the child and distinguish them from other signs, and indicate whether or not it is the right one and if it was properly carried out.

2 Related Work

Sign languages are as complex as spoken languages. There are thousands of signs in each sign language differing from each other by minor changes in the shape of the hands, motion profile, and position. Signing consists of either manual components that are gestures involving the hands, where hand shape and motion convey the meaning or finger spelling, used to spell out words. Non-manual components, like facial expressions and body posture can also provide information during signing. Sign language recognition (SLR) inherits some of the difficulties of speech recognition. Co-articulation between signs, meaning that a sign will be modified by the signs on either side of it and large differences between signers - signer-specific styles (pronunciation in speech), both contribute to increased variation in the signing.
This paper presents a gesture recognition method that attempts to model and recognize manual components of sign language. Therefore, the work cited in this section is restricted to the specific case of tracking-based manual components extraction and modeling, and isolated word recognition using word-level classifier, where hand shape is not explicitly modeled. A comprehensive review of the research on SLR and the main challenges is provided in (Cooper et al., 2011). Manual components of sign language are in general hand shape/orientation and movement trajectories which are similar to gestures. A comprehensive survey on gesture recognition (GR) was performed in (Mitra and Acharya, 2007) and in (Rautaray and Agrawal, 2015).

Data collection is an important step in building a SLR system. Early systems used data gloves and accelerometers to capture the hands’ position, orientation and velocity. These were measured by using sensors such as Polhemus tracker (Waldron and Kim, 1995) and DataGlove (Kadous, 1996), (Vogler and Metaxas, 1997). These techniques were capable of producing very accurate measurements with the cost of being intrusive and expensive. These are the main reasons for vision-based systems to become more popular. Vision-based systems can employ one or more cameras or other non-intrusive sensor (e.g. monocular (Zieren and Kraiss, 2004), stereo (Hong et al., 2007), orthogonal (Starner and Pentland, 1995), depth-sensor, such as the Kinect (Zafirulla et al., 2011)). In (Segen and Kumar, 1999) the researchers used a camera and light source to compute depth, and (Feris et al., 2004) used light sources and multi-view geometry to construct a depth image. In (Starner et al., 1998) the authors used a front view camera paired with head mounted camera. Depth can also be inferred using stereo cameras (Munoz-Salinas et al., 2008), or by using side/vertical mounted cameras as with (Vogler and Metaxas, 1998) or (ASL, 2006). There are several projects which are creating sign language datasets - in Germany, the DGS-Korpus dictionary project (DGS, 2010), in the UK, the BSL Corpus Project (BSL, 2010) and in Sweden the SSL Corpus Project (SSL, 2009). Finally, Dicta-Sign (DICTA, 2012) and SIGNSPREAD (SIGNSPREAD, 2012) are European Community’s projects aiming at recognition, generation and modeling of sign language.

Hand tracking is another important part of a SLR system. Tracking the hands in sign language conversation is a difficult task since the hands move very fast and are often subject to motion blur. Furthermore, hands are highly deformable and they occlude each other and the face, making skin color based approaches complex. In early work, the hand segmentation task was simplified by colored gloves. Usually these gloves were single colored (Kadir et al., 2004). More natural and realistic approach is without gloves, where the most common detection approach uses a skin color model (Imagawa et al., 1998) and (Awad et al., 2006). Often this task is simplified by restricting the background to a specific color (Huang and Huang, 1998) or keeping it static (Starner and Pentland, 1995). In (Zieren and Kraiss, 2005) the authors explicitly modeled the background. Depth can be used to simplify the problem as in (Hong et al., 2007) and (Grzeszczuk et al., 2000). In (Fujimura and Liu, 2006) and (Hadfield and Bowden, 2012) the hands were segmented under the assumption that they are the closest objects to the camera. Recent work on multi-person pose estimation (Cao et al., 2017) illustrates a system which is capable of tracking the hands in dynamic and cluttered environments.

Early work on SLR applied Artificial Neural Networks (ANN) for modeling. The idea of one of the first papers on SLR (Murakami and Taguchi, 1991) was to train an ANN given the features from a DataGlove and recognize isolated signs. In (Kim et al., 1996) the researchers used DataGloves and Fuzzy Min Max ANN to recognize 25 isolated gestures. The work in (Waldron and Kim, 1995) presented an isolated SLR system using ANN and (Huang and Huang, 1998) presented an isolated SLR system using a Hopfield Neural Network. (Yang et al., 2002) used motion trajectories within a Time Delay Neural Network (TDNN) to recognize American Sign Language. Hidden Markov Models (HMM) (Rabiner, 1989) and (Yamato et al., 1992) are a modeling technique well suited to the problem of SLR. The work by (Starner et al., 1998) demonstrated that HMM are a strong technique for recognizing sign language and (Grobel and Assan, 1997) presented a HMM based isolated sign recognition system. (Vogler and Metaxas, 1997) showed that word-level HMM are SLR suitable. In their following work, (Vogler and Metaxas, 1999) they demonstrated that Parallel HMM (PaHMM) are superior to regular HMM, Factorial HMM and Coupled HMM for recognition of sign language.

The above mentioned systems represent important steps towards general sign language recognition.
However for the specific requirements of our application (Swedish Sign Language, real-time, modular, i.e. easy to integrate into sign-based games and extensible) none of the above systems is applicable. In the following we describe our own implementation which meets these requirements.

3 Method

Dynamic gesture recognition problem involves the use of techniques such as time-compressing templates, dynamic time warping, HMM, and TDNN. A time-domain process demonstrates a Markov property if the conditional probability density of the current event, given all present and past events, depends only on the \( j \)th most recent event. If the current event depends solely on the most recent past event, then the process is termed a first order Markov process. This assumption is reasonable to make, when considering the positions of the hands of a person through time.

An HMM is a double stochastic process governed by:

- an underlying Markov chain with a finite number of states,
- a set of random functions, each associated with one state.

In discrete time instants, the process is in one of the states and generates an observation symbol according to random function corresponding to that state. Each transition between the states has a pair of probabilities, defined as follows:

- transition probability, which provides the probability for undergoing a transition,
- output probability, which defines the conditional probability of emitting an output symbol from a finite alphabet when the process is in a certain state.

HMM have been found to efficiently model spatio-temporal information in a natural way. The model is termed “hidden” because all that can be seen is a sequence of observations. An HMM is expressed as \( \lambda = (A, B, \Pi) \), where \( A \) is state transition probability, \( B \) is observation symbol probability and \( \Pi \) is initial state probability. For a classification problem, the goal is to classify the unknown class of an observation sequence \( O \) into one of \( C \) classes. If we denote the \( C \) models by \( \lambda_c \), \( 1 \leq c \leq C \), then an observation sequence is classified to class \( c^* \), where \( c^* = \arg\max_{c \in C} P(O|\lambda_c) \).

The first step in the method is to train models for all 51 signs. A data recording tool was built to capture participants performing different signs in front of a Kinect sensor. The application and the collected data are described in Section 4. The feature extraction procedure (hands position) depends solely on the skeleton tracking algorithm implemented on the Kinect sensor. The results reported in this work are based on implementation that relies only on the spatial information provided from the Kinect skeleton tracking. We are working on combining skin color-based tracker and the skeleton tracker to achieve better tracking accuracy, as it is obvious that the skeleton tracker commits many errors for certain types of spatial configurations (e.g. the hands are close to each other). Furthermore, as mentioned previously, we are not modeling the shape of the hands explicitly. Let’s consider the extraction of the right wrist position

![Figure 1: 8-state left-to-right HMM for gesture recognition.](image-url)
feature. Visualization of the skeleton and the joints used during feature extraction is shown in Figure 2. The 3-dimensional position of the RW is calculated in user-centered coordinate space (the origin of the space coincides with the location of the signer’s hip). Then the distance between the shoulders (RS and LS) is used to normalize the feature in $X$. The distance between the neck joint (C0) and the spine joint (C1) is used to normalize the feature in the $Y$ dimension. The $Z$ dimension of the feature is not normalized. This procedure is done for all six joints under consideration - RH, LH, RW, LW, RE, and LE. Additionally, the first derivative of each feature is calculated in order to compensate for the assumption of observation independence in the state to output probability models of the HMM. In this way a 36-dimensional feature vector is constructed and used as an observation symbol at each time step. The Baum-Welch algorithm (Rabiner, 1989) and (Rabiner and Juang, 1993) is used for training an 8-state sign-level HMM and finding the best model parameters for each sign (in the current implementation we model all signs with the same 8-state HMM topology, which might not be optimal and will be investigated further).

![Figure 2: Visualization of the skeleton and the joints used for features extraction.](image)

In this work the observation symbols of the HMM are the extracted feature vectors at each time step. Each class is represented by the model trained for each sign. If we get an unknown observation sequence, we have to calculate $P(O|\lambda_c)$ for all $c$ and classify the sequence into the class which yields the maximum probability. The Viterbi algorithm (Rabiner, 1989) and (Rabiner and Juang, 1993) is applied for finding the most likely sequence of hidden states that results in the observed sequence.

### 4 Dataset

The size of the recorded vocabulary is 51 signs from the Swedish Sign Language (SSL). The vocabulary is composed of four subsets - objects, colors, animals, and attributes. Table 1 summarizes the vocabulary used in the current implementation.

<table>
<thead>
<tr>
<th>Objects (17)</th>
<th>Colors (10)</th>
<th>Animals (13)</th>
<th>Attributes (11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>car, tractor, boat, book, ball, doll, computer, flashlight, guitar, watch, necklace, hat, key, patch, scissors, frame, drums</td>
<td>blue, brown, green, yellow, purple, orange, red, pink, black, white</td>
<td>moose, monkey, bear, dolphin, elephant, horse, camel, rabbit, cat, crocodile, lion, mouse, tiger</td>
<td>angry, happy, sad, small, dotted, striped, checkered, narrow, large, thick, tired</td>
</tr>
</tbody>
</table>

Table 1: Vocabulary.

The participants are recorded performing all 51 signs in one session. In total 5 sessions are recorded, resulting in 5 instances of each sign per participant. The recording environment is not explicitly controlled, the only requirement is that the upper body of the participant falls in the field of view of the
Kinect. Some signs involve movements that are difficult for accurate tracking with the skeleton tracking algorithm. Although this introduces errors in the dataset, we kept these instances assuming that similar errors will be committed by the algorithm during real-time usage.

4.1 Data Collection Tool
The system uses the Kinect sensor as input device. For the purpose of recording we created a data collection tool that prompts the participant to perform a certain sign and captures the color, depth and skeleton streams produced by the Kinect. The process of recording a sign follows a certain path. First the meaning of the sign is displayed as text and a video that demonstrates the sign is played, with an option of replaying the video. Once the participant is comfortable enough, the recording of the sign is started. All participants were instructed to start at rest position (both hands relaxed around the body), then, perform the sign and go back to rest position. If the sign is performed correctly the recording moves to the next one, otherwise, the participant can perform the sign until he/she is satisfied.

4.2 Experienced Signers
This part of the dataset is composed of 7 participants (5 sessions each) performing the set of 51 signs. The participants are experts in SSL (sign language researchers/teachers), where six of them are deaf. They were asked to perform the signs in the way they would normally sign. We collected total of 1785 sign instances and used all data in the experiments.

4.3 Inexperienced Signers
This part of the dataset is composed of 10 participants (5 sessions each) performing the set of 51 signs. The participants had no prior experience in SSL. They were instructed on how to perform the signs in two ways - by a video clip played back in the data recording application, and by live demonstration by the person operating the recording session. We collected total of 2550 sign instances, and used all data in the experiments.

5 Experiments
The experiments are done on the dataset described in Section 4. The results are based only on spatial features extracted from the collected skeleton data, Section 3. The conducted experiments are divided into two groups - signer-dependent and signer-independent.

5.1 Signer-dependent
In the signer-dependent experiment we test the recognition rate of the HMM only for separate signers. As described previously, we collected 5 instances of each sign for 7 experienced signers and 5 instances of each sign for 10 inexperienced signers. Table 2 summarizes the results for the experienced signers and Table 3 summarizes the results for the inexperienced signers. All results are based on leave-one-out cross-validation procedure, where the models were trained on 4 instances of each sign for each signer and tested on the 5th instance of the sign performed by that signer.

<table>
<thead>
<tr>
<th>Participant</th>
<th>1-BEST (%)</th>
<th>2-BEST (%)</th>
<th>3-BEST (%)</th>
<th>4-BEST (%)</th>
<th>5-BEST (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>92</td>
<td>96</td>
<td>97.6</td>
<td>99.2</td>
<td>99.2</td>
</tr>
<tr>
<td>2</td>
<td>85.5</td>
<td>91.8</td>
<td>93.3</td>
<td>94.9</td>
<td>96.5</td>
</tr>
<tr>
<td>3</td>
<td>84.4</td>
<td>92</td>
<td>95.6</td>
<td>96</td>
<td>96.4</td>
</tr>
<tr>
<td>4</td>
<td>95.3</td>
<td>97.6</td>
<td>98.8</td>
<td>99.6</td>
<td>99.6</td>
</tr>
<tr>
<td>5</td>
<td>88</td>
<td>93.2</td>
<td>95.2</td>
<td>96</td>
<td>96.4</td>
</tr>
<tr>
<td>6</td>
<td>87.8</td>
<td>94.1</td>
<td>96.5</td>
<td>98.4</td>
<td>98.4</td>
</tr>
<tr>
<td>7</td>
<td>80</td>
<td>87.5</td>
<td>92.9</td>
<td>95.3</td>
<td>96.5</td>
</tr>
<tr>
<td>µ</td>
<td>87.6</td>
<td>93.2</td>
<td>95.7</td>
<td>97.1</td>
<td>97.6</td>
</tr>
<tr>
<td>σ</td>
<td>5</td>
<td>3.3</td>
<td>2.2</td>
<td>1.9</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 2: Signer-dependent results (7 experienced signers).
Table 3: Signer-dependent results (10 inexperienced signers).

<table>
<thead>
<tr>
<th>Participant</th>
<th>1-BEST (%)</th>
<th>2-BEST (%)</th>
<th>3-BEST (%)</th>
<th>4-BEST (%)</th>
<th>5-BEST (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84.3</td>
<td>92.6</td>
<td>96.9</td>
<td>96.9</td>
<td>97.6</td>
</tr>
<tr>
<td>2</td>
<td>92.2</td>
<td>96.1</td>
<td>97.3</td>
<td>98.8</td>
<td>99.6</td>
</tr>
<tr>
<td>3</td>
<td>75.7</td>
<td>83.9</td>
<td>89.4</td>
<td>92.5</td>
<td>93.7</td>
</tr>
<tr>
<td>4</td>
<td>94.9</td>
<td>99.2</td>
<td>97.6</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>94.5</td>
<td>98.4</td>
<td>97.2</td>
<td>99.2</td>
<td>99.2</td>
</tr>
<tr>
<td>6</td>
<td>93.3</td>
<td>96.7</td>
<td>98.4</td>
<td>98.8</td>
<td>98.8</td>
</tr>
<tr>
<td>7</td>
<td>89.4</td>
<td>96.5</td>
<td>97.2</td>
<td>98.8</td>
<td>98.4</td>
</tr>
<tr>
<td>8</td>
<td>95.3</td>
<td>98</td>
<td>99.2</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>94.1</td>
<td>96.5</td>
<td>98.4</td>
<td>99.2</td>
<td>98.8</td>
</tr>
<tr>
<td>10</td>
<td>89.8</td>
<td>96.1</td>
<td>97.6</td>
<td>98.4</td>
<td>98.8</td>
</tr>
<tr>
<td>µ</td>
<td>90.3</td>
<td>95.4</td>
<td>97.2</td>
<td>98.1</td>
<td>98.5</td>
</tr>
<tr>
<td>σ</td>
<td>6.2</td>
<td>4.4</td>
<td>2.9</td>
<td>2.3</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 4: Signer-independent results (7 experienced signers).

<table>
<thead>
<tr>
<th>Participant</th>
<th>1-BEST (%)</th>
<th>2-BEST (%)</th>
<th>3-BEST (%)</th>
<th>4-BEST (%)</th>
<th>5-BEST (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62</td>
<td>80.8</td>
<td>87.6</td>
<td>94.8</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>53.3</td>
<td>68.6</td>
<td>77.3</td>
<td>82.3</td>
<td>87.1</td>
</tr>
<tr>
<td>3</td>
<td>48</td>
<td>65.2</td>
<td>72.6</td>
<td>78.4</td>
<td>81.2</td>
</tr>
<tr>
<td>4</td>
<td>65.5</td>
<td>82</td>
<td>86.7</td>
<td>90.6</td>
<td>93.7</td>
</tr>
<tr>
<td>5</td>
<td>62.6</td>
<td>75.6</td>
<td>79.2</td>
<td>81.4</td>
<td>84.8</td>
</tr>
<tr>
<td>6</td>
<td>59.2</td>
<td>69.8</td>
<td>74.9</td>
<td>78.8</td>
<td>83.1</td>
</tr>
<tr>
<td>7</td>
<td>54.9</td>
<td>69</td>
<td>78</td>
<td>83.5</td>
<td>88.6</td>
</tr>
<tr>
<td>µ</td>
<td>57.9</td>
<td>73</td>
<td>79.5</td>
<td>84.3</td>
<td>88.1</td>
</tr>
<tr>
<td>σ</td>
<td>6.1</td>
<td>6.5</td>
<td>5.7</td>
<td>6.2</td>
<td>6</td>
</tr>
</tbody>
</table>

5.2 Signer-independent

In the signer-independent experiment we test the recognition rate of the HMM between signers. The results shown in Table 4 are based on the data from the experienced signers. We employ leave-one-out cross-validation procedure, where the HMM are trained on 30 instances of each sign (6 different signers) and tested on the 5 instances of the sign performed by the 7th signer. Figure 3 illustrates the confusion matrix for the experienced signers. The matrix is composed of the results for all 7 signers, where the shades of gray of each cell represent the recognition rate for the particular sign. The maximum point in the matrix is 1 which shows that there are signs that are fully recognizable in the signer-independent case, given the simple spatial features. On the other hand, in the figure we can also see that signs which are similar in terms of trajectories are confused (e.g. drums - sign #50 and car - sign #5).

6 Conclusion and Future Work

As expected, the performance in the signer-independent experiment is significantly lower than in the signer-dependent - 57.9% and 68.9% compared to 87.6% and 90.3% when averaged over all signers. These accuracy rates are however for the full set of 51 signs. In our current application, there is no situation where the recognizer needs to pick one sign from the full set, instead it is always the case of one out of a small number (e.g. choose one out of five animals). For this type of limited recognition tasks, accuracy will increase drastically. Furthermore, we can control the mix of signs in the games, meaning that we can make sure that signs which are confused by the recognizer never appear together - the performance of the signer-independent recognizer will not be a limiting factor in the game. This means that we can have high confidence in the recognitions and the children will be able to advance in the game only after they have learned the correct way to carry out each sign.
An interesting observation is the fact that there is a significant difference in the recognition rate when comparing the experienced and inexperienced signers. One way to explain this is that experienced signers are more casual than their inexperienced counterpart. A similar phenomenon is also observed in speech, where non-native speakers tend to articulate more clearly than native speakers. Another major difference is the speed of signing - the experienced signers are considerably faster, which can be a challenge for the skeleton tracking algorithm.

For every sign either one hand is dominant and the other is secondary (this is not related to whether the signer is left- or right-handed) or the sign is fully symmetrical. The one hand dominance in non-symmetrical sings became obvious while studying the data from the experienced signers, where there was full consistency between signers in that respect. On the contrary, the inexperienced signers used...
the hand that is dominant for writing, as dominant during signing. Since the target group of the system is not experienced in signing, it was decided to create models for both left- and right-hand dominant versions of all signs, yielding an extended vocabulary of 102 signs, where the 51 signs in the original vocabulary are accompanied by their mirrored versions. During gameplay, once a sign is recognized to be performed correctly by the child but the dominant hand is swapped, we could provide feedback regarding this mistake.

The results obtained in these experiments show that the performance of the signer-independent recognizer is likely to be good enough for the target application. There are two main problems we plan to investigate. There is much room for improvement in the recognition accuracy. Examining the signer-dependent experiment, we can conclude that the simple spatial features used in this work are not sufficient. This is due to the fact that the skeleton tracker commits many errors in the estimates for the joints position, but also some signs are almost indistinguishable from spatial point of view (e.g. yellow and orange). We plan to extend the feature extraction procedure with a color-based hand tracker. The tracker is based on adaptive modeling of the skin color of the current user (by taking the face as reference). We expect that the hand tracker will increase the robustness of the tracking when combined with the skeleton tracker. Furthermore, we can introduce hand shape features. Further improvements are expected by introducing adaptation of the models based on a small set of signs from the target signer that could be collected during an enrollment/training phase in the game. We plan to continue recording new signs but creating a big set of isolated signs is a time-consuming process.
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