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Preface 

For the second year  in  a  row we have brought  the  two related themes  of  NLP for
Computer-Assisted  Language  Learning  and  NLP for  Language  Acquisition  together
under  one  umbrella.  The  goal  of  organizing  these  joint  workshops  is  to  provide  a
meeting  place  for  researchers  working  on  language  learning  issues  including  both
empirical and experimental studies and NLP-based applications.

The  theme  on  Natural  Language  Processing  (NLP)  for  Computer-Assisted

Language Learning (NLP4CALL) is a meeting place for researchers working on the
integration of Natural Language Processing and Speech Technologies in CALL systems
and exploring the theoretical and methodological issues arising in this connection. 

The intersection of Natural Language Processing and Speech/Dialogue Technology with
Computer-Assisted Language Learning (CALL) brings “understanding” of language to
CALL tools, thus making CALL intelligent. This fact has given the name for this area of
research  – Intelligent  CALL, ICALL.  As the definition  suggests,  apart  from having
excellent  knowledge  of  Natural  Language  Processing  and/or  Speech/Dialogue
Technology, ICALL researchers need good insights into the second language acquisition
(SLA) theories and practices, as well as knowledge of second language pedagogy and
didactics. Hence, this workshop covers all ICALL-relevant research, including studies
where NLP-enriched tools are used for testing SLA and pedagogical theories, and vice
versa, where SLA theories/pedagogical practices are modeled in ICALL tools. 

The  workshop on Natural Language Processing (NLP) for Research in Language

Acquisition  (NLP4LA) broadens  the  scope  of  this  joint  workshop  to  also  include
theoretical,  empirical,  and  experimental  investigation  of  first,  second  and  bilingual
language acquisition.

We believe that this field will benefit from collaboration between the NLP, linguistics,
psychology and cognitive science communities.  The workshop is  targeted at  anyone
interested in the relevance of computational techniques for first, second and bilingual
language acquisition. Therefore, our aim is to bring together researchers from different
fields with a shared interest in language acquisition.

For the two tracks we invited submissions: 

• that describe research directly aimed at ICALL 

• that demonstrate actual or discuss the potential use of existing Speech 

Technologies, NLP tools or resources for language learning 
• that describe the ongoing development of resources and tools with potential 

usage in ICALL, either directly in interactive applications, or indirectly in 
materials, application or curriculum development, e.g. collecting and annotating 
ICALL-relevant corpora; developing tools and algorithms for readability 

 This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence 
details: http://creativecommons.org/licenses/by/4.0/
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analysis, selecting optimal corpus examples, etc. 
• that discuss challenges and/or research agenda for ICALL 

• that describe empirical studies on language learner data 

• that describe computational models of first, second and bilingual language 

acquisition 
• that describe empirical or experimental studies, or computational models of 

various aspects of language and their effect in language comprehension and 
acquisition 

• that demonstrate actual or discuss the potential use of Speech Technologies, NLP

tools or resources for investigating language acquisition 
• that describe psycholinguistic and socio-linguistic investigations on first, second 

and bilingual language acquisition 

We have encouraged paper presentations and software demonstrations describing the
above-mentioned themes for the Nordic languages; and papers that focus on different
age groups, cultures, and language variation. 

This year we had the pleasure to welcome invited speakers from the two research areas:
Torsten Zesch (University of Duisburg-Essen) and Bente Ailin Svendsen (University of
Oslo).

Torsten Zesch leads the Language Technology Lab1 at University of Duisburg-Essen,
Germany. He holds a doctoral degree in Computer Science from Technische Universität
Darmstadt  and  has  worked  as  a  substitute  professor  at  the  German  Institute  for
International  Pedagogical  Research.  His  research  interests  include  the  processing  of
non-standard, error-prone language as found in social media and learner language. He
also  focuses  on  exercise  generation  for  computer-assisted  language  learning  and
automatic assessment of free-text answers and essays.  

In his talk Automatically ____ gap-fill exercise items he gave an overview of the work
done  by  him  and  his  colleagues  on  automatically  generating  and  scoring  gap-fill
exercise  items.  This  covered  early  experiments  on  trying  to  find  low-ambiguity
contexts,  the  follow-up  work  on  generating  challenging  distractors,  and  finally  the
recently introduced gap-fill bundles. 

Bente Ailin Svendsen is Professor of Second Language Acquisition and Scandinavian
Linguistics. She initiated and co-developed MultiLing Multilingualism in Society across
the  Lifespan2,  a  Center  of  Excellence  funded  by the  Research  Council  of  Norway
(RCN), where she was the Deputy Director 2013-2015. She has carried out research on
multilingual  socialisation,  competence  and  use  among  children  and  adults;  and  on
linguistic practices and identity constructions among young people in multilingual urban
spaces.  Her publications include the book Language,  Youth and Identity in the 21st
Century.  Linguistic  Practices across Urban Spaces  (co-edited with Jacomine Nortier,
Cambridge UP, 2015), Multilingual Urban Scandinavia: New Linguistic Practices (co-
edited with Pia Quist, Multilingual Matters, 2010), as well as articles in the European
Journal of Applied Linguistics, International Journal of Bilingualism and Nordic and
Norwegian journals and books. 

1 http://www.ltl.uni-due.de/
2 http://www.hf.uio.no/multiling/english/
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In  her  talk The  dynamics  of  citizen  science  in  exploring  language  diversity she
explored the dynamics of citizen science (CS) in sociolinguistics, i.e. the involvement of
non-professionals in doing sociolinguistic research, coined as Citizen Sociolinguistics
(Rymes and Leone 2014, Svendsen, pending for review). In 2014, Norwegian pupils in
all  grades  were  invited  to  become  citizen  scientists  through  a  national  research
campaign. Data from 4500 pupils reveal a vast linguistic diversity, an eagerness to learn
languages,  and a widespread use of  English on a daily basis.  The results,  however,
reflect  prevailing  hierarchical  language  regimes,  firstly  in  the  selection  of  specific
‘foreign’ languages offered and the desire of pupils to learn them, and secondly in the
fact that the pupils’ home languages are not actively used in the classroom. In the talk,
Bente argued that one of the main advantages of Citizen Sociolinguistics is its wide-
reaching potential and that it represents a method suited for collecting big data sets.
Secondly, it is argued, based on a media analysis of the above CS-study, that CS has a
potential to increase linguistic awareness and thus stimulating linguistic stewardship.
However, CS raises some challenges for sociolinguistic research, ethically, as well as
ontologically and epistemologically: what do CS-data represent and what claims can be
made from them? Epistemologically,  with a  CS methodology,  we are decentralising
authority on who holds legitimate knowledge about language. Citizen Sociolinguistics is
about  opening  the  dialogue  between  ‘the  academy’ and  the  ‘citizens’,  it  stimulates
public  engagement  and  it  has  a  potential  to  advance  the  social  impact  of
sociolinguistics. 

Rymes,  Betsy  and  Andrea  R.  Leone.  2014.  Citizen  sociolinguistics:  A  new  media
methodology for understanding language and social life. Working Papers in Educational

Linguistics 29(2): 25–43. 
Svendsen,  Bente  Ailin,  pending  for  review.  The  dynamics  of  citizen  science  in

sociolinguistics. Journal of Sociolinguistics. 
Svendsen,  Bente  Ailin,  Else  Ryen  and  Kristin  Vold  Lexander.  2015.  Rapport  fra

Forskningskampanjen 2014: Ta tempen på språket!3 [Report on the Research Campaign
2014: Taking the temperature of language!]. Oslo: Norwegian Research Council. 

Previous workshops

This  workshop  follows  a  series  of  workshops  on  NLP for  CALL –  and  lately  in
combination with NLP for LA – organized by the NEALT Special Interest Group on
Intelligent Computer-Assisted Language Learning (SIG-ICALL4). The workshop series
has previously been financed by the Center for Language Technology5 at the University
of Gothenburg, and Swedish Research Council's conference grant.

Submissions to the six workshop editions have targeted a wide variety of languages,
ranging from well-resourced languages (Chinese, German, English, French, Portuguese,
Russian, Spanish) to less-resourced ones (Erzya, Estonian, Irish, Komi-Zyrian, Meadow
Mari,  Saami,  Udmurt,  Võro),  among  which  several  Nordic  languages  have  been
targeted: Danish, Estonian, Finnish, Icelandic, Norwegian, Saami, Swedish, and Võro.

The wide scope is also evident in the affiliations of the participating authors as shown in

3 https://www.miljolare.no/innsendt/oppslag/1336/5502d9f97a260/rapport_fd2014.pdf
4 http://spraakbanken.gu.se/swe/forskning/ICALL/SIG-ICALL
5 http://clt.gu.se/
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Table 1:

Country 2012–2017

Australia 2

Belgium 4

Canada 3

Denmark 1

Estonia 3

Finland 6

France 3

Germany 42

Iceland 3

Ireland 2

Japan 2

Norway 10

Portugal 4

Russia 10

Slovakia 1

Spain 3

Sweden 51

Switzerland 8

UK 1

US 3

Table 1. Authors by affiliations, 2012-2017

So far, acceptance rate has varied between 50% and 77%, the average being 60% (see
Table 2). The acceptance rate is rather high, however, the reviewing process has always
been  very  strict  with  two-three  double  reviews  per  submission.  This  indicates  that
submissions to the workshops have always been of high quality.

Workshop year Submitted Accepted Acceptance rate

2012 12 8 67%

2013 8 4 50%

2014 13 10 77%

2015 9 6 67%

2016 14 10 71.5%

2017 13 7 54%

Table 2. Submissions and acceptance rates, 2012–2017
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We intend to continue this workshop series, which so far has been the only ICALL- and
LA-relevant recurring event based in the Nordic countries. Our intention is to co-locate
the workshop series with the two major LT events in Scandinavia, SLTC (the Swedish
Language Technology Confrence) and Nodalida, thus making this workshop an annual
event. Through this workshop, we intend to profile ICALL and LA research in Nordic
countries and beyond, and to provide a dissemination venue for researchers active in
this area.

Workshop website: 
https://spraakbanken.gu.se/eng/icall/joint6thNLP4CALL-2ndNLP4LA2017

Workshop organizers

Elena Volodina, Ildikó Pilán, Lars Borin (University of Gothenburg)

Gintarė Grigonytė, Kristina Nilsson Björkenstam (University of Stockholm)
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Learning with Learner Corpora: using the TLE for Native Language
Identification

Allison Adams and Sara Stymne

Linguistics and Philology

Uppsala University

aadams297@gmail.com,sara.stymne@lingfil.uu.se

Abstract

This study investigates the usefulness of

the Treebank of Learner English (TLE)

when applied to the task of Native Lan-

guage Identification (NLI). The TLE is

effectively a parallel corpus of Stan-

dard/Learner English, as there are two ver-

sions; one based on original learner es-

says, and the other an error-corrected ver-

sion. We use the corpus to explore how

useful a parser trained on ungrammatical

relations is compared to a parser trained on

grammatical relations, when used as fea-

tures for a native language classification

task. While parsing results are much better

when trained on grammatical relations, na-

tive language classification is slightly bet-

ter using a parser trained on the original

treebank containing ungrammatical rela-

tions.

1 Introduction

Native Language Identification (NLI), in which

an author’s first language is derived by analyzing

texts written in his or her second language, is of-

ten treated as a text classification problem. NLI

has proven useful in various applications, includ-

ing in language-learning settings. As it is well-

established that a speaker’s first language informs

mistakes made in a second language, a system

that can identify a learner’s first language is bet-

ter equipped to provide learner-specific feedback

and identify likely problem areas.

The Treebank of Learner English (TLE) is the

first publicly available syntactic treebank for En-

glish as a Second Language (Berzak et al., 2016).

One particularly interesting feature of the TLE is

This work is licenced under a Creative Commons At-
tribution 4.0 International Licence. Licence details: http:
//creativecommons.org/licenses/by/4.0/

its incorporation of an annotation scheme for a

consistent syntactic representation of grammatical

errors. This annotation system has the potential to

be useful to native language identification, as the

ability to parse ungrammatical and atypical depen-

dency relations could improve the informativeness

of dependency-based features in such a classifica-

tion task.

Assessing this potential has been accomplished

by training a parser on the original treebank and

using it to extract dependency relations in a learner

English corpus. Those dependency relations were

then used as features in a machine learning classi-

fication task. The success of this classification was

then assessed by comparing the results to a classi-

fication on features extracted by a parser trained on

the error-corrected version of the treebank, based

on the assumption that the original version of the

treebank will more accurately handle grammatical

errors in learner texts. This is a novel approach

in that other similar experiments have used depen-

dency parsers trained on grammatical treebanks to

extract dependency relations.

We found that using the original version of the

corpus gave slightly better results on native lan-

guage classification than using the error-corrected

version. However, when we investigated pars-

ing results, the original version gave much lower

results on parsing both for original and error-

corrected texts. This seems to suggest that there

is useful information in the types of errors made

by this parser.

2 Related Work

2.1 L1 Identification in L2 Texts

As mentioned in the previous section, the task

of native language identification (NLI) involves

determining a writer’s first language (L1) by an-

alyzing texts produced in their second language

(L2). Language learner data is used to train clas-

Allison Adams and Sara Stymne 2017. Learning with learner corpora: Using the TLE for native language

identification. Proceedings of the Joint 6th Workshop on NLP for Computer Assisted Language Learning
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sifiers, such as support vector machines (SVM),

for predicting the L1 of unseen texts. One of the

first studies carried out in automatic L1 detection

(Koppel et al., 2005) classified L2 texts using fea-

tures such as function words, part-of-speech bi-

grams, and spelling and grammatical errors. The

features were evaluated on a corpus of learner En-

glish, and the researchers ultimately found that

by combining all of the features using a SVM,

they could achieve an accuracy of 80.2% on the

International Corpus of Learner English (ICLE)

(Granger et al., 2002). Wong and Dras (2011) ex-

tended this study to include the use of syntactic

features for this task by extracting features from

parse trees produced by a statistical parser. In do-

ing this, they incorporated production rules from

two parsers: the Charniak parser as well a CFG

parser. Other studies such as Swanson and Char-

niak (2012) make use of tree substitution gram-

mars as a source of features for NLI. Several stud-

ies, such as Tetreault et al. (2012), Brooke and

Hirst (2012), and Swanson (2013) have tested a

range of features including dependency features,

as well as combinations of features to ascertain

which feature or ensemble of features is most use-

ful. In doing so, they demonstrated the value of

dependency features in classifying the L1 of texts.

In the case of Brooke and Hirst’s study (2012),

when running their system on both the FCE and

the ICLE, after testing the usefulness of a range

of different types of features, they found depen-

dency features to provide a muted benefit to their

system, with cross-validation resulting in accu-

racy scores of 61.4% for the ICLE and 45.1% on

the FCE. They noted, however, that other features

were more useful. Tetreault et al (2012) also tested

a wide range of different types of features, test-

ing their system also on the ICLE as well as the

TOEFL11 corpus. By increasing the dependency

relation feature set by including several different

types of back-off dependency representations (de-

scribed in section 3.2), they were able to raise

accuracy of classification on the ICLE corpus to

77.1%, and reported an accuracy of 70.9% on the

TOEFL11 corpus. Furthermore, the authors of the

study found that classification accuracy was low-

est for languages in the corpus with a high concen-

tration of high-proficiency test responses, and best

for higher concentrations of medium proficiency

responses.

2.2 Universal Dependencies and the

Treebank of Learner English

Dependency parsing has been rapidly gaining pop-

ularity over the past decade and differs from the

older traditional constituency parsing in that in a

dependency tree, the words are connected to each

other by directed links (Kübler et al., 2009). The

main verb in a clause assumes the position of the

head, and all other syntactic units are connected

to the verb by their links or dependencies to the

head (Kübler et al., 2009). Annotated treebanks

are typically used to generate dependency pars-

ing models. The Universal Dependencies (UD)

Project is a recent effort aimed at facilitating cross-

lingual parsing development through the standard-

ization of dependency annotation schemes across

languages (Nivre et al., 2016). A central aspect to

the UD project is the creation of open-source tree-

banks in a variety of languages that can be used

to facilitate cross-lingual parsing research. All of

the treebanks have been annotated according to the

UD annotation scheme, in order to ensure consis-

tency in annotation across treebanks. These guide-

lines have been developed with the goal of max-

imizing parallelism between languages (Nivre et

al., 2016).

The Treebank of Learner English (TLE) is a

part of the UD project and is a manually annotated

syntactic treebank for English as a Second Lan-

guage (Berzak et al., 2016). It includes PoS tags

and UD trees for 5,124 sentences from the Cam-

bridge First Certificate in English (FCE) corpus

(Yannakoudakis et al., 2011). The treebank is split

randomly in to a training set of 4,124 sentences,

a development set of 500 sentences and a test set

of 500 sentences. Ten different language back-

grounds are represented in this corpus: Chinese,

French, German, Italian, Japanese, Korean, Por-

tuguese,Spanish, Russian and Turkish. For each

language background, the TLE contains 500 ran-

domly sampled sentences from the FCE data set,

in order to ensure even representation. All sen-

tences included in the TLE were selected so that

they contain grammatical errors of some kind. The

creators of the treebank exploit a pre-existing error

annotation scheme in the FCE, adapting it to fit

UD guidelines. In this scheme, full syntactic anal-

yses are provided for the error corrected and origi-

nal versions of each sentence. This in conjunction

with additional ESL annotation guidelines provide

for a consistent syntactic treatment of ungrammat-

Proceedings of the Joint 6th Workshop on NLP for Computer Assisted Language Learning and 2nd Workshop on NLP for Research on
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Language Low Medium High

Arabic 296 605 199

Chinese 98 727 275

French 63 577 460

German 15 412 673

Hindi 29 429 642

Italian 164 623 313

Japanese 233 679 188

Korean 169 678 253

Spanish 79 563 458

Telugu 94 659 347

Turkish 90 616 394

Total 1330 6568 4202

Table 1: Score level distributions in TOEFl11

ical English.

2.3 TOEFL11 Corpus

The TOEFL11 corpus was designed specifically

with the task of NLI in mind, and comprises

12,100 learner essays written as a part of the

standardized English language test, TOEFL (Test

of English as a Foreign Language) (Blanchard

et al., 2013). As the name of the corpus im-

plies, 11 language backgrounds are included in

the corpus: Arabic, German, French, Hindi, Ital-

ian, Japanese, Korean, Spanish, Telugu, Turkish,

and Chinese. These language backgrounds are dis-

tributed evenly across the corpus, with 1,100 es-

says per language, and an even sampling across

responses to eight different prompts. All essays

have been graded according to proficiency as high,

medium, or low, and have not been sampled evenly

across L1s. The thought behind this is that profi-

ciency score distributions in the corpus ought to

correspond to the real-life score distributions in

test results, as this information may be relevant

and useful to L1 classification. The distribution of

score levels per language can be found in Table 1.

3 System

3.1 Parsing the corpus

For the purposes of this paper, five dependency

parsers were trained using MaltParser (Nivre et

al., 2007). Three parsers were trained using the

TLE as a training corpus. We also trained two

contrastive parsers on the English Web Treebank

(EWT), a UD treebank of English containing doc-

uments from five genres: weblogs, newsgroups,

emails, reviews, and Yahoo! Answers (Silveira et

Sentences Words

TLE 4124 78541

EWT 12544 204586

EWT 50% 6272 101101

Table 2: Size of the training corpora for the

parsers.

al., 2014). The sizes of the treebanks are shown in

Table 2. The EWT is substantially larger than the

TLE. In order to investigate the effect of corpus

size to some extent, we also used half of the EWT

to train a parser.

Of the three parsers trained on TLE, the first

parser was trained on the original version of the

TLE (containing grammatical errors), while the

second parser was trained on the corrected ver-

sion of the TLE. A third parser was trained on a

hybrid version of the original and corrected tree-

banks, the driving idea behind this being that while

the corrected version of the treebank would be ill-

equipped to model grammatical errors in depen-

dency parse trees, the original version of the tree-

bank, in which every sentence contained at least

one error, would be hard-pressed to accurately

model entirely grammatical sentences. To keep the

size of all three treebanks consistent, the merged

treebank was created by taking every other sen-

tence from the original and corrected treebanks.

In this scheme, the same sentences (save for the

minor differences in the corrected sentences) are

represented in all three treebanks. Because Malt-

Parser requires texts to be part-of-speech-tagged

in order to be parsed, the HunPos part-of-speech

tagger (Halácsy et al., 2007), trained on the EWT

was used to acquire PoS tags for each document

in the TOEFL11 corpus. All three parsers were

then run on each part-of-speech-tagged document

using default parameter settings, resulting in three

individual parsed data sets.

In order to estimate the accuracy of the parsing

models, we evaluated them on three test sets from

the TLE, original, corrected, and merged, created

by applying the same process described earlier.

The accuracy of the parsers is assessed by means

of labeled and unlabeled attachment scores (LAS

and UAS), the results of which can be found in

Table 3. As established by Berzak et al. (2016),

parsers trained on both the corrected and original

versions of the TLE outperform the parser trained

on a standard English treebank, with the merged
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Train Set Test Set LAS UAS

corrected 94.5 95.6

TLEcorr original 90.1 92.2

merged 92.5 94.1

corrected 85.7 88.5

TLEorig original 85.1 88.0

merged 85.2 88.0

corrected 85.0 88.1

TLEmerged original 85.0 88.0

merged 85.4 88.0

corrected 80.7 86.0

EWT original 80.6 86.1

merged 80.8 86.0

corrected 79.8 85.4

EWT 50% original 79.3 85.0

merged 80.0 85.5

Table 3: Parser accuracies for all three test sets.

version of the TLE following this trend as well. In-

terestingly, however, and contrary to assumptions

made in the beginning of this paper, the parser

trained on the corrected version of the treebank

considerably outperformed both the original and

merged versions of the treebank on all three test

sets. The two parsers trained on the EWT had con-

siderably lower scores than any parser trained on

TLE. The difference in training data size between

the two EWT parsers was small, in comparison.

3.2 Using dependency arcs as features

Similar to most other NLI systems, in this paper,

the task of native language identification is ap-

proached as a text classification problem. In order

to solve this classification problem, dependency

relations were extracted from each document to

be used as frequency-based features. To do this, a

system similar to the one presented in (Tetreault et

al., 2012) was used, with the main difference be-

ing that MaltParser, rather than the Stanford De-

pendency parser was used to obtain them. This

system, represented below in Table 4, can be de-

scribed as follows: each basic dependency rela-

tion, consisting of the dependency label, the par-

ent node, and the child node is extracted from the

sentence. To mitigate sparsity, each dependency in

the document was represented in several different

ways. In the first representation, the lemmas for

the root and child node were used to form the de-

pendency relation. Secondly, part-of-speech tags

were considered instead of lemmas, with depen-

dency relations consisting of the dependency la-

dep(lemma, lemma) (lemma, lemma)

dep(PoS, lemma) (PoS, lemma)

dep(lemma, PoS) (lemma, PoS)

dep(PoS, PoS) (PoS, PoS)

Table 4: Types of dependency relations used in

feature set

bel, one lemma, and one PoS tag, or a dependency

label and two PoS tags. Lastly, the correspond-

ing dependency relations without labels were also

incorporated into the feature set. In this work we

only used parsing-based features and do not com-

bine them with other feature sets. From the pars-

ing output for each parsing model on the 12,100

essays in TOEFL11 corpus, we extracted on av-

erage just over 1.5 million features. Once the

feature set was established, a support vector ma-

chine (SVM) was used to classify the data set.

Scikit Learn’s LinearSVC (Pedregosa et al., 2011),

which is powered by liblinear (Fan et al., 2008),

set with default parameter settings was used to

carry out the classification.

3.3 Results

To evaluate the three systems, we used 10-fold

cross-validation. As the classification report fea-

tured in Table 5 shows, differences between the

three models trained on TLE were negligible, with

the model based on the original version of the

TLE slightly outperforming the other two models

across all metrics, but to only a very marginal de-

gree (a couple of tenths of a percentage point most

often). The model trained on the full EWT pre-

formed as well as the model trained on the origi-

nal TLE, whereas the model trained on half EWT

had the lowest core of all models. This indicates

that the size of the corpora is indeed important,

and that considerably more out-of-domain data is

needed to have a performance on par with smaller

in-domain data.

The hybrid model, which contained features ex-

tracted by a parser trained on a merged version

of the original and corrected treebanks performed

nearly as well as the model based on the original

treebank. Contrary to our hypothesis that higher

parser accuracy ought to correlate to a higher clas-

sification accuracy, despite having LAS and UAS

scores nearly five points above the other TLE two

models, the corrected model had the lowest clas-

sification performance of the three. The full EWT

model with a much lower parsing accuracy also
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Acc P R

Original 70.5 70.7 70.6

Corrected 70.2 70.3 70.3

Merged 70.5 70.6 70.5

EWT 70.5 70.7 70.6

EWT 50% 70.0 70.1 70.0

Table 5: Accuracy, precision, recall for native lan-

guage identification with the three parser models.

Language Original Corrected Merged

Arabic 68.0 66.1 67.0

Chinese 74.3 74.7 73.5

French 70.1 71.0 71.2

German 81.5 82.5 81.7

Hindi 64.7 64.2 64.3

Italian 75.9 76.2 75.8

Japanese 71.3 70.5 71.3

Korean 63.7 62.7 64.5

Spanish 62.2 62.7 62.9

Telugu 71.5 71.1 71.3

Turkish 72.1 70.7 71.6

Table 6: Accuracy scores by language for all three

models

performed on par with the best TLE model. This

can also be compared to the 70.9% classification

accuracy obtained using dependency relations as

features in the study carried out by Tetreault et

al. (2012), in which a standard English treebank

was used, which however used both a different

parser and different dependency relations. How-

ever, it still indicates that although all three TLE

models perform relatively well, under this exper-

imental set-up, using dependency features based

on those found in the TLE does not improve re-

sults compared to using larger standard treebanks.

On the contrary, these results point toward a nega-

tive correlation between parser and classification

accuracy. This could indicate that, to some de-

gree, the classification may actually be aided by

the differences in types of errors the parser makes

when it encounters ungrammatical syntactic con-

structions.

A more detailed breakdown of the model ac-

curacies by language (found in Table 6) provides

a limited degree of insight into why this is the

case. Most accuracies within languages across

the models varied only by a few tenths of a per-

centage point, with the largest deviations found

in Arabic (with a 1.9 percentage point difference

between the original and corrected models), Turk-

ish, (1.4 percentage point difference between orig-

inal and corrected models), and German (with a

1 percentage point difference between the origi-

nal and corrected models). It had been expected

that the most accurate parsing model would be best

equipped to classify the languages with the high-

est concentration of low and medium proficiency

scores, and would result in a less accurate clas-

sification for the languages in the corpus with a

higher number of high scoring documents. This

intuition is based on the notion that the former

set of languages would have a greater percentage

of erroneous dependency structures that would be

consistently captured by the parsing model. The

results, however, show this not to be the case.

For example, Arabic and Turkish, both of which

had a relatively low number of high scoring re-

sponses, preferred the original model, which had

a much lower parser accuracy. This is further re-

inforced by the German classification accuracies,

which had the highest concentration of high scor-

ing responses, and was one of the only languages

for which the corrected model performed best. It

is also interesting to note that with German being

the most accurately classified language, this goes

against the findings of Tetreault et al. (2012), that

high-profiency texts are generally harder to clas-

sify, suggesting that this trend does not hold for

dependency-based classification. This also sup-

ports the notion that parser errors made due to un-

grammatical dependency relations may help clas-

sification.

The surprising consistency across all three mod-

els may in fact show the degree of influence that

part-of-speech tags have on MaltParser’s output,

regardless of the parsing model used to parse the

data set. This might also reflect an underlying

problem in the methodology. Due to factors of

both convenience, and concerns about sparsity,

HunPos, the part of speech tagger used to gen-

erate the PoS tags needed to be able to parse the

corpus, was trained on the EWT, a Standard En-

glish corpus. As a result, the part of speech tags

used were the same across all three models, which

may have resulted in a larger degree of similar-

ity across the dependency relations than had been

anticipated. Furthermore, because the tagger was

trained on texts generated by largely L1 speakers,

the distribution and make-up of the part of speech

tags projected on to TOEFL11 corpus might not
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be reflective of those found in the TLE. Further-

more, in their study, Berzak et al. (2016) note

that systematic differences in the EWT annotation

of various parts of speech compared to the Uni-

versal Dependencies guidelines might also nega-

tively affect performance. As Berzak et al. (2016)

also found that combining the TLE with the EWT

improved parsing accuracy and PoS tagging accu-

racy on their test set, an interesting point for future

research could be applying that technique to this

study, to see if results could be improved. In par-

ticular, it could be interesting to see if using this

model to acquire part of speech tags has any affect

on classification accuracy.

An additional possibility for future research,

which lies outside of the scope of NLI, relates to

the results of the parser accuracy tests described

in section 3.1. The considerable improvement in

parser accuracy on the uncorrected learner essays

when trained on the corrected version of the tree-

bank has intriguing implications for the automatic

annotation of learner data. This should be further

explored in future work, including a detailed error

analysis of these results.

There are several ways in which this study could

be improved with regard to NLI. In this work we

did not optimize any of the models used. A further

possibility is to combine our parse features with

previously suggested features, such as language

model features (Tetreault et al., 2012) or character

n-grams (Ionescu et al., 2014). It would also be

interesting to investigate if unlabeled learner data

can be used to improve both the parsing results on

learner texts and NLI.

4 Conclusion

This study investigated the potential of the use of

the Treebank of Learner English to improve Na-

tive Language Identification. To do this, we pro-

posed using the original version of the TLE, the

corrected version, as well as a hybrid version con-

sisting of sentences from both versions of the tree-

bank to train three dependency parsing models us-

ing MaltParser. Each of those models was used to

extract dependency relations from the TOEFL11

corpus, which were in turn used as features in a

text classification task. While the classification

model using features obtained using the original

version of the TLE had better scores than the other

two models, the differences in accuracy scores

across all three models were small. It is interesting

that even though the parser trained on the original

model had slightly better classification results, it

also had substantially lower parsing results than

the parser trained on the corrected model. We also

trained a contrastive system on the much larger

English Web Treebank, which had even lower ac-

curacy on parsing learner data, but performed on

par with the TLE system on native language classi-

fication, while a parser trained on 50% of this tree-

bank did not perform well. This provides an indi-

cation that both the size and domain of the training

corpus are important.
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Abstract

This paper introduces an Intelligent Com-

puter Assisted Language Learning system

designed to provide reading input for lan-

guage learners based on the syntactic com-

plexity of their language production. The

system analyzes the linguistic complexity

of texts produced by the user and of texts

in a pedagogic target language corpus to

identify texts that are well-suited to foster

acquisition. These texts provide develop-

mental benchmarks offering an individu-

ally tailored language challenge, making

ideas such as Krashen’s i+1 or Vygotsky’s

Zone of Proximal Development concrete

and empirically explorable in terms of a

broad range of complexity measures in all

dimensions of linguistic modeling.

1 Introduction

The analysis of linguistic complexity is a promi-

nent endeavor in Second Language Acquisition

(SLA) where Natural Language Processing (NLP)

technologies are increasingly applied in a way

broadening the empirical foundation. Automatic

complexity analysis tools such as CohMetrix (Mc-

Namara et al., 2014), the L2 Syntactic Complexity

Analyzer (Lu, 2010), and the Common Text Anal-

ysis Platform (Chen and Meurers, 2016) support

studies analyzing interlanguage development (Lu,

2011; Lu and Ai, 2015; Mazgutova and Kormos,

2015), performance evaluation (Yang et al., 2015;

Taguchi et al., 2013), and readability assessment

(Vajjala and Meurers, 2012; Nelson et al., 2012).

In this paper, we introduce a new system

called Syntactic Benchmark (SyB) that utilizes

NLP to create syntactic complexity benchmarks

This work is licensed under a Creative Commons Attribu-
tion 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0

and identify reading material individually chal-

lenging learners, essentially instantiating the next

stage of acquisition as captured by Krashen’s con-

cept of i+1 (Krashen, 1981) or relatedly, but em-

phasizing the social perspective, Vygotsky’s Zone

of Proximal Development (ZPD; Vygotsky, 1976).

In terms of structure of the paper, we first locate

our approach in terms of the Complexity, Accu-

racy, and Fluency (CAF) framework in SLA re-

search. Then we review approaches adopted by

earlier studies in developmental complexity re-

search, including problems they pose for a peda-

gogical approach aimed at offering developmental

benchmarks. We propose and justify a solution,

before presenting the architecture and functional-

ity of the SyB system.

2 Development of Syntactic Complexity

The three-part model of development distinguish-

ing Complexity, Accuracy, and Fluency has gained

significant popularity among SLA researchers

(Wolfe-Quintero et al., 1998; Skehan, 2009;

Housen et al., 2009; Bulté and Housen, 2012)

since it was first delineated by Skehan (1989). It

provides SLA researchers with a systematic and

quantitative approach to development. Among

the CAF triplet, complexity arguably is the most

researched and most “complex” due to its poly-

semous and multidimensional nature (Bulté and

Housen, 2012; Vyatkina et al., 2015). Complex-

ity in the SLA literature has been used to refer to

task, cognitive, or linguistic complexity (Housen

et al., 2009). In the present paper, we investigate

complexity from a linguistic perspective, where it

is concisely characterized by Ellis (2003) as “the

extent to which language produced in performing

a task is elaborate and varied”. While the lin-

guistic complexity construct consists of a range of

sub-constructs at all levels of linguistic modeling,

such as lexical, morphological, syntactic, seman-

tic, pragmatic and discourse (Lu, 2010; Lu, 2011;

Xiaobin Chen and Detmar Meurers 2017. Challenging learners in their individual zone of proximal devel-
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Lu and Ai, 2015; Ortega, 2015; Mazgutova and

Kormos, 2015; Jarvis, 2013; Kyle and Crossley,

2015), the focus in this paper is on syntactic com-

plexity.

In line with Ellis’s (2003) definition of linguis-

tic complexity, Ortega (2003) characterized syn-

tactic complexity as the range of syntactic struc-

tures and the elaborateness or degree of sophistica-

tion of those structures in the language production,

which we adopt as the operational definition in this

paper. The uses of syntactic complexity analysis in

SLA research include (i) gauging proficiency, (ii)

assessing production quality, and (iii) benchmark-

ing development (Ortega, 2012; Lu and Ai, 2015).

The development of syntactic complexity in

language produced by learners is closely related

to the learner’s proficiency development. While

the goal of language acquisition is not as such

to produce complex language, advanced learners

usually demonstrate the ability to understand and

produce more complex language. With increasing

proficiency, the learners are expanding their syn-

tactic repertoire and capacity to use a wider range

of linguistic resources offered by the given gram-

mar (Ortega, 2015), thus producing “progressively

more elaborate language” and “greater variety of

syntactic patterning”, constituting development in

syntactic complexity (Foster and Skehan, 1996).

As a result, syntactic complexity is often used to

determine proficiency or assess performance in the

target language (Larsen-Freeman, 1978; Ortega,

2003; Ortega, 2012; Vyatkina et al., 2015; Wolfe-

Quintero et al., 1998; Lu, 2011; Taguchi et al.,

2013; Yang et al., 2015; Sotillo, 2000).

Besides the practical side of performance as-

sessment and placement, in SLA research the de-

velopmental perspective is considered to be “at

the core of the phenomenon of L2 syntactic com-

plexity” (Ortega, 2015). However, it is also the

least addressed and understood phenomenon of

syntactic complexity in SLA research (Vyatkina

et al., 2015; Ortega, 2012). Understanding the

development of syntactic complexity would en-

able SLA researchers to determine trajectories of

the learners’ development and set benchmarks for

certain time points or across a given time span.

On the practical side, such work could help lan-

guage teachers select or design appropriate learn-

ing materials, and it can provide a reference frame

for testing the effectiveness of instructional inter-

ventions. Hence researching syntactic complex-

ity from a developmental perspective is of far-

reaching relevance and applicability.

2.1 Development of Syntactic Complexity in

Learner Corpora

A number of longitudinal and cross-sectional stud-

ies have been conducted to investigate the rela-

tionship between syntactic complexity and learner

proficiency, aimed at finding (i) the most informa-

tive complexity measures across proficiency lev-

els (Lu, 2011; Ferris, 1994; Ishikawa, 1995), (ii)

the patterns of development for different syntac-

tic measures (Bardovi-Harlig and Bofman, 1989;

Henry, 1996; Larsen-Freeman, 1978; Lu, 2011),

or (iii) discovering a developmental trajectory of

syntactic complexity from the learner production

(Ortega, 2000; Ortega, 2003; Vyatkina, 2013; Vy-

atkina et al., 2015).

With a few exceptions (Vyatkina, 2013; Tono,

2004), one thing these studies have in common

is that they analyze the syntactic complexity de-

velopment of learners based on their production.

This seems natural since it investigates complex-

ity development by analyzing the production of

the developing entity, i.e., the learners. In prin-

ciple, a longitudinal learner corpus with a contin-

uous record of productions from individual learn-

ers over time would seem to enable us to deter-

mine the developmental trajectory and linguistic

complexity benchmarks. However, this approach

encounters some challenges that make it subopti-

mal for determining developmental benchmarks in

practice.

First, the approach is dependent on learner cor-

pora varying significantly on a number of param-

eters such as the learners’ background, the tasks

eliciting the production, and the instructional set-

tings, etc. Significant effects of such factors on the

syntactic complexity of learner writing have been

identified in a number of studies (Ellis and Yuan,

2004; Lu, 2011; Ortega, 2003; Sotillo, 2000; Way

et al., 2000; Yang et al., 2015; Alexopoulou et al.,

2017). Consequently, the developmental patterns

or benchmarks constructed from different learner

corpora, elicited using different tasks, etc. are

likely to vary or even contradict each other. For ex-

ample, the correlation between subordination fre-

quency and proficiency level have been found to

be positive (Aarts and Granger, 1998; Granger and

Rayson, 1998; Grant and Ginther, 2000), negative

(Lu, 2011; Reid, 1992), or uncorrelated (Ferris,
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1994; Kormos, 2011). It is difficult to build on

such conflicting findings in practice.

Second, the NLP tools used for the automatic

complexity analysis do not work equally well

when applied to the language produced by learners

at varied proficiency levels. Complexity analysis

is currently performed using tools developed for

different analysis needs (McNamara et al., 2014;

Lu, 2010; Kyle and Crossley, 2015; Chen and

Meurers, 2016). They enable fast and robust anal-

ysis of large corpora, in principle making the con-

clusions drawn from these analyses more power-

ful. However, analyzing learner data can pose sig-

nificant challenges to the NLP components, which

were usually developed for and tested on edited

native language, as found in newspapers. While

some NLP tools were shown to be quite reliable

for analyzing the writing of learners at upper in-

termediate proficiency or higher (Lu, 2010; Lu,

2011), their robustness for lower-level writing or

for some types of task (e.g., not providing reli-

able sentence delimiting punctuation) is question-

able, requiring dedicated normalization steps and

conceptual considerations (Meurers and Dickin-

son, 2017). This may well be why developmen-

tal profiling has rarely been done for learner lan-

guage below upper-intermediate proficiency lev-

els, as Ortega and Sinicrope (2008) observed. This

currently limits the possibility of determining de-

velopmental benchmarks or trajectories across the

full range of proficiency levels.

Last but not least, second language proficiency

development is systematically affected by individ-

ual differences, making complexity research find-

ings from learner data chaotic and hard to gen-

eralize. For example, Vyatkina et al. (2015) ob-

served a “non-linear waxing and waning” (p. 28)

for different modifier categories in a longitudi-

nal learner corpus. Norrby and Håkansson (2007)

identified four different types of morphosyntactic

complexity development in a corpus of Swedish

adult learner language, referred to as “the Care-

ful”, “the Thorough”, “the Risk-taker”, and “the

Recycler”. The analysis of morphological devel-

opment in English L2 acquisition presented by

Murakami (2013; 2016) also highlights the im-

portance of accounting for individual variation in

modeling L2 development. As a result, given

the current state of affairs and without complex

models integrating a range of factors, develop-

mental benchmarks based on learner corpora are

of limited practical use for proficiency placement

or performance assessment. Naturally this does

not mean that research into developmental patterns

based on learner corpora is not important or rel-

evant for SLA. On the contrary, the dynamic and

adaptive nature of language acquisition means that

it is challenging and interesting to approach lan-

guage development in a way accounting for in-

dividual differences (Larsen-Freeman, 2006; Ver-

spoor et al., 2008; Verspoor et al., 2012), task ef-

fects (Alexopoulou et al., 2017), and other factors.

For benchmarking and developmental tool devel-

opment it is useful to look for a more stable data

source though.

2.2 Developmental Benchmarks of

Complexity in a Pedagogic Corpus

Considering the challenges just discussed, we ex-

plore the analysis of syntactic complexity in peda-

gogic language corpora compiled from well-edited

target language (TL). A pedagogic TL corpus is a

corpus “consisting of all the language a learner has

been exposed to” (Hunston, 2002), or more real-

istically “a large enough and representative sam-

ple of the language, spoken and written, a learner

has been or is likely to be exposed to via teach-

ing material, either in the classroom or during self-

study activities” (Meunier and Gouverneur, 2009).

An optimal TL corpus for benchmarking syntac-

tic complexity development would be one that in-

cludes texts targeting learners at any proficiency

level, i.e., covering the full spectrum.

The advantages of a pedagogic corpus for devel-

opmental benchmarking are two-fold: First, peda-

gogic corpora can be constructed to exhibit a linear

development of complexity measures, as shown by

Vyatkina (2013) and confirmed here later. While

the developmental trajectory in learner produc-

tions is “bumpy” and influenced by individual dif-

ferences, task, and other factors discussed earlier,

the pedagogic corpus can be written in a way tar-

geting increased linguistic complexity. This is de-

sirable if one wants the class to follow an instruc-

tional progression enriching grammatical forms in

line with the pedagogic input they receive (Vy-

atkina, 2013). Pedagogically, it should be easier

for language teachers to select instructional ma-

terials based on a linear benchmark of linguistic

complexity, especially if one has evidence of the

students’ proficiency using that same scale.

Second, the problem of the NLP tools being
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challenged by learner language, especially that of

the low-proficiency learners, is avoided since ped-

agogic corpora contain texts with grammatically

well-formed and edited articles. Considering the

high accuracy of current NLP for such text ma-

terial, the developmental benchmark constructed

from a pedagogic corpus using automatic com-

plexity analysis tools should be highly reliable.

It should be acknowledged that no benchmark-

ing system can avoid analyzing learner language if

the system is used for proficiency placement pur-

poses (unless additional, external language tests

are used). However, complexity benchmarks con-

structed based on a TL corpus are more reliable

than a comparison with a benchmark computed

based on learner corpora. If the NLP tools fail to

process the learner production to be compared to

the benchmark because of grammar errors, result-

ing in placing the student on a lower level of the

TL benchmark, the placement in a sense still is in-

dicative of the aspect of the learner language that

needs to be improved.

In sum, the above review suggests that a de-

velopmental perspective to syntactic complexity

aimed at teaching practice can be meaningfully ap-

proached with the assistance of a pedagogic cor-

pus consisting of texts targeting learners in a wide

spectrum of language proficiency. In the following

section, we will introduce an NLP-based system

based on this idea.

3 The Syntactic Benchmark System

Syntactic Benchmark (SyB) is an Intelligent Com-

puter Assisted Language Learning (ICALL) sys-

tem that analyzes the syntactic complexity of a text

produced by a learner and places the text onto a de-

velopmental scale constructed from a comprehen-

sive pedagogic corpus. The system aims at help-

ing learners place the syntactic complexity level of

their writings with regard to the pedagogic bench-

mark and identify the syntactic areas where further

improvement is needed. The system is able to vi-

sualize the developmental benchmark for different

syntactic complexity measures and the learner’s

position on the benchmark for the selected com-

plexity index. Based on the complexity level of

the user’s language output, SyB then proposes ap-

propriately challenging texts from the pedagogic

corpus. Reading these texts providing “i+1” in-

put should help the user advance in language pro-

ficiency. The size of the “+1”, i.e., the degree of

the challenge and the overall proficiency level that

the learner assumes being at currently are manu-

ally specified by the user.

Figure 1 shows the Data Window, into which

the learner enters a text they wrote to identify its

level in terms of syntactic complexity in relation to

the TL benchmark corpus. In Figure 2, we see the

Visualization Window providing the result of the

analysis for the selected complexity feature (here,

the Mean Length of Clause measure). The box-

plots show the results for each text in each level in

the TL benchmark corpus, and a red line indicates

the measure’s value for the learner text. Selecting

the “Challenge” button leads to the Search Result

Window shown in Figure 3. It provides a search

result list with links to TL articles intended as i+1

input material for the learner. The texts are slightly

above the level of the learner text in terms of the

selected complexity measure, with the degree of

the challenge being determined by the user setting.

The learner also specifies the overall proficiency

level they assume to be in so that the text chal-

lenging them in terms of the selected complexity

measure is selected from the pool of texts intended

for that overall proficiency level.

In the following, we take a closer look at the

SyB components.

3.1 The Pedagogic Corpus

The pedagogic TL corpus used for constructing

the syntactic complexity benchmark consists of

14,581 news articles from the educational website

Newsela1, which is a website that provides news

articles on a wide range of topics. Each article on

the website is adapted into five reading levels (in-

cluding an “original” level, which is the article in

its unadapted form) by human editors. Newsela

uses the Lexile Framework (Lexile, 2007) for text

leveling and provides a grade to Lexile mapping

for converting from Lexile scores to US grade lev-

els. Since the grade level is easier to understand

for most users, the SyB system uses grade levels

as benchmarking levels. For copyright reasons,

the SyB system does not store the original articles

from Newsela. It only keeps records of the com-

plexity statistics of the articles and the Search Re-

sult Window provides the results in terms of links

to the text on the Newsela web site.

1https://newsela.com
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Figure 1: The Data Window of the Syntactic Benchmark Analyzer, where users can paste a composition

to identify their level in relation to the TL benchmark corpus

Figure 2: The Visualization Window showing the users’ level (red line) for the selected syntactic com-

plexity measure (here: Mean Length of Clause) in relation to the TL benchmark corpus
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Figure 3: The Search Result Window supporting selection of TL articles based on the learner produc-

tion’s syntactic complexity level (and user-specified degree of challenge and overall target grade level)

3.2 NLP Processing

Each article in the Newsela TL reading corpus was

processed with an NLP pipeline consisting of a

sentence segmenter, a tokenizer and a parser from

the Stanford CoreNLP Toolkit library (Manning et

al., 2014). Tregex (Levy and Andrew, 2006), a

utility for tree pattern matching, was used to ex-

tract syntactic units such as coordinate phrases,

clauses, and T-units from the parse tree of a sen-

tence.

We used the Tregex patterns of Lu’s (2010)

L2 Syntactic Complexity Analyzer and calculated

the same set of 14 syntactic indices suggested in

his study (p. 479, Table 1). This set of syntac-

tic features have also been used in developmen-

tal syntactic complexity studies and proved to be

valid and reliable (Larsen-Freeman, 1978; Ortega,

2003; Wolfe-Quintero et al., 1998). The SyB sys-

tem currently uses a replication of Lu’s processing

pipeline, which was shown to have achieved a very

high level of reliability in a number of studies (Lu,

2010; Lu and Ai, 2015; Yang et al., 2015; Ai and

Lu, 2013; Lu, 2011).

In future work, we plan to integrate the broad

range of linguistic complexity measures offered by

our Common Text Analysis Platform (Chen and

Meurers, 2016).

3.3 Benchmarking and Challenging

For each of the 14 syntactic measures, a bench-

mark box plot of the measure values by grade level

was created. Whenever the user pastes or enters

a representative production and chooses the mea-

sure they are interested in, the SyB system calcu-

lates the chosen measure value from the user text

and draws a horizontal red line across the bench-

mark box plot to signify the relative position of

the user text’s complexity level on the TL cor-

pus benchmark. Figure 2 shows an example of a

benchmark plot and the learner text as measured

by the same complexity index, Mean Length of

Clause.

The system then selects from the TL corpus

those articles that challenge the user in terms of

specific syntactic complexity as measured by the

user’s choice of complexity indicator. The user is

also given choices of the overall target grade levels

of the texts and the level of challenge they want to

receive (Figure 3). The range of challenge levels

matches the range of the syntactic measure calcu-

lated from the TL corpus. The complete challenge

range is divided into ten sections and controlled

by a range slider with those steps, shown as the

red slider in the top-right corner of Figure 3.

Each article in the Newsela TL reading corpus
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comes with the overall evaluation of reading level

by the editors. Since there is significant overlap

in the range of complexity measure values across

target reading levels, it is useful to let the user de-

termine the overall pool of texts that they want the

system to select from using the selected complex-

ity measure. In SyB, the overall reading level of

the challenge texts is selected using the drop-down

listbox in the top-left corner of Figure 3. The cur-

rent system then only evaluates a single complex-

ity feature of the learner’s production (in the case

of Figure 2, Mean Length of Clauses) and pro-

poses texts at an appropriately challenging levels

based on this single aspect, selected from the pool

of texts at the user-selected overall level.

This is not optimal because whether a text poses

challenges to specific readers also depend on other

factors, such as the lexical complexity, the learn-

ers’ language competence including aspects such

as strategic competence, their world and domain

knowledge, and so forth. An alternative method

we intend to explore in the future is to compute

a broad range of complexity measures using the

NLP from our Common Text Analysis Platform

(Chen and Meurers, 2016) so that each text is rep-

resented by a vector encoding the results for each

complexity measure for that text (which could

also include dimensions for other factors to be

considered, such as measures of the user’s do-

main knowledge for different topics or subject do-

mains). The overall i+1 challenge can then be

computed using a vector distance metric (Manhat-

tan, Euclidean, etc.). Perhaps most attractively,

one could combine the two approaches, with the

vector-based overall comparison replacing the cur-

rent manual setting of the global level determining

the set of texts to be considered, and the challenge

being determined by the user-selected single com-

plexity measure as in the current approach.

The hypothesis behind the overall setup is that

by reading the challenging texts, the users will

“align” (Wang and Wang, 2015) to the target lev-

els of syntactic complexity, hence promoting their

TL proficiency. Whether this hypothesis is correct

and which approach works best for determining

input material appropriately challenging learners

is an empirical question. Answering it should also

provide important insights into the question how

Krashen’s notion of an i+1 (or Vygotsky’s ZPD)

can be operationalized in terms of measurable fea-

tures such as linguistic complexity.

4 Summary and Outlook

This paper introduced the ICALL system SyB for

benchmarking syntactic complexity development

based on a TL corpus. A TL corpus can provide a

consistent, linear, and complete instantiation of in-

cremental complexification for different aspects of

linguistic complexity. Current NLP technologies

are more robust for analyzing such TL corpora

than for analyzing learner corpora. As a result,

syntactic complexity benchmarks in TL corpora

may be more applicable and relevant for instruc-

tional use than models of linguistic complexifica-

tion based on learner corpora, which are harder to

analyze automatically, exhibit significant individ-

ual variation, task effects, and other uncontrolled

factors. However, this hypothesis remains to be

validated empirically in actual teaching practice.

Future research also needs to investigate which

level of challenge for which of the complexity

measures at which domain of linguistic modeling

is most effective at fostering learning, i.e., what

constitutes the best +1 for which aspect of linguis-

tic complexity (for learners with which individ-

ual characteristics). Last but not least, while the

SyB system provides users with options to control

the syntactic complexity and overall reading chal-

lenge levels, the system does not take into account

the gap between the active ability exhibited in pro-

duction and the passive ability used for compre-

hension. The receptive and productive knowledge

were found to differ within learners in a number

of studies (Zhong, 2016; Schmitt and Redwood,

2011).

We plan to empirically evaluate the system’s ef-

fectiveness in providing input individually tailored

to the i+1 in terms of linguistic complexity as a

means to foster learning. It will also be interesting

to compare this kind of individual adaptation of

the complexity of the input based on the complex-

ity analysis of the learner’s production with the in-

put enrichment supported by a teacher-based se-

lection of the constructions targeted to be learned

as supported by the FLAIR system (Chinkina and

Meurers, 2016).

Finally, it will be interesting to enhance the sys-

tem by making the texts it suggests for reading

adaptive not only to what the learner is capable

of producing, but also to how well the learner un-

derstands the articles suggested by the system. We

are currently developing a production task module

where the learner is asked to produce output af-
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ter reading the complexity challenge texts. This

will make it possible to analyze (i) whether there

is uptake of the increasingly complex language be-

ing read and (ii) how the complexification impacts

the user’s comprehension of the challenging texts.

In principle, the system could then be extended to

adapt the subsequent text challenges based on a

combination of these form and meaning factors.
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Abstract

We present a data-driven approach which
exploits word alignment in a large paral-
lel corpus with the objective of identifying
those verb- and adjective-preposition com-
binations which are difficult for L2 lan-
guage learners. This allows us, on the one
hand, to provide language-specific ranked
lists in order to help learners to focus
on particularly challenging combinations
given their native language (L1). On the
other hand, we provide extensive statistics
on such combinations with the objective of
facilitating automatic error correction for
preposition use in learner texts. We evalu-
ate these lists, first manually, and secondly
automatically by applying our statistics to
an error-correction task.

1 Introduction

Computational Linguistics and Learner Error re-
search have made impressive progress recently,
but they have not reached their collaborative po-
tential yet (Granger and Lefer 2016, p. 281). For
example, while language teaching materials con-
tain lists of idioms and phrasal verbs, the decision
for which items to include often does not take ac-
tual frequency of use or particular difficulties for
learners with specific backgrounds into account.
The current paper addresses this shortcoming,

by exploiting large parallel and error-annotated
learner corpora. We focus on verb-preposition
combinations (VPC), including phrasal verbs
and adjective-preposition combinations (APC) ob-
tained from a large parallel corpus (Europarl). For
brevity’s sake we only describe VPC here.
Our aim is to provide practical and customized

help to the learner of a language, here English, by
This work is licenced under a Creative Commons

Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/

pointing out errors that are likely to be made and
to correct them where they occur. In particular,
we provide a) a list of VPC/APC that vary con-
siderably between languages, b) a list of specific
VPC/APC errors that are to be expected from a na-
tive speaker of a particular language, and c) a re-
source which detects probably incorrect VPC/APC
uses and suggests a correction. Concerning c), ad-
vances have been made recently due to the CoNLL
shared tasks on grammatical error correction (Ng,
M. S. Wu, Y. Wu, et al. 2013; Ng, M. S. Wu,
Briscoe, et al. 2014), and due to systems targeting
preposition errors (Tetreault and Chodorow 2008;
Boyd et al. 2012). We evaluate our results on
ICLE (Granger, Dagneaux, et al. 2002), the FCE
dataset (Yannakoudakis et al. 2011), and the NICT
Japanese Learner English Corpus1. Furthermore,
we exploit ICLE in combination with the British
National Corpus (BNC) (Aston and Burnard 1998)
to attain collocation statistics which allow us to
evaluate the proposed suggestions for corrections.
Non-standard uses by language learners, which

we refer to as errors here, can be found at any lin-
guistic level. Some errors can be detected easily
by current word-processing tools (e.g. spelling er-
rors) or by re-reading, or consulting dictionaries.
But particularly in areas where grammar and lexis
interact, there is typically a lack of tools.
One frequent source of lexico-grammatical er-

rors are VPC. While semantically transparent
prepositions (e.g. stand on) are relatively sta-
ble cross-linguistically, the frequent nonsemantic
prepositions (e.g. wait for) and phrasal verbs (e.g.
depend on) show enormous cross-linguistic vari-
ation. VPC are difficult to acquire for language
learners (Gilquin, Granger, et al. 2011, pp. 59–60).
Phrasal verbs represent “one of the most notori-
ously challenging aspects of English language in-
struction” (Gardner and Davies 2007, p. 339; see

1https://alaginrc.nict.go.jp/nict_jle/
index_E.html
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also Gilquin 2015). In the CoNLL shared tasks,
prepositional errors were the third most frequent
error type at 5 to 9% of all errors (only determiner
errors and noun number are more frequent). We
include APC as they are often similarly difficult
to acquire for learners of English. Benson et al.
(2009) recognize APC as an independent category
in addition to VPC.

2 Corpus Preparation

We extracted parallel text units in English, Finnish,
French, German, Italian, Polish and Spanish from
the Corrected & Structured Europarl Corpus
(CoStEP) (Graën et al. 2014) which is a cleaned
version of the Europarl Corpus (Koehn 2005).
We identified approximately 40 million tokens

in five languages: English, French, German, Ital-
ian and Spanish. Finnish and Polish have consid-
erable fewer tokens than the other languages (30
million and 10 million, respectively).2

2.1 Tagging and Lemmatization
For tagging and lemmatization, we used TreeTag-
ger (Schmid 1994). To increase tagging accu-
racy for words unknown to the language model,
we had to extend the tagging lexica, especially the
German one, with lemmas and part-of-speech tags
for frequent words. Moreover, we used the word
alignment information between the languages (see
below) to disambiguate lemmas for those tokens
where the TreeTagger provided multiple lemmati-
zation options.3

2.2 Alignment
On the sentence segments identified (about 1.7
million per language), we performed pairwise sen-
tence alignment with hunalign (Varga et al. 2005)
and based on that word alignment with GIZA++
(Och and Ney 2003; Gao and Vogel 2008) and
the Berkeley Aligner (Liang et al. 2006). While
the Berkeley Aligner computes bidirectional word
alignments, the alignments of GIZA++ are unidi-
rectional and thus need to be symmetrized if bidi-
rectional alignments are required. We chose the

2For Polish this is due to the fact that Poland joined the
European Union in 2004 and translations for the debates are
only available from 2006 onwards. In case of Finnish, the
gap can be explained by the language itself which features a
rich morphology, thus resulting in less tokens at the expense
of more word forms.

3The disambiguation approach is similar to the one Volk
et al. (2016) describe, except that we combine alignment in-
formation for all languages simultaneously.

union symmetrization method since it increases re-
call. Word alignment was performed on the types
of all tokens and on lemmas of content words.4
For the latter, we mapped the individual tag sets to
the universal tagset defined by Petrov et al. (2012)
and defined content words to be those tokens being
tagged as nouns, verbs, adjectives or adverbs.

2.3 Parsing
We used MaltParser (Nivre et al. 2006) to de-
rive syntactic dependency relations in English. For
parsing our tagged texts, we had to map several
part-of-speech tags beforehand as the standard En-
glish parameter file distributed with TreeTagger
slightly differs.5

3 Methods

In the following, we first present our concept of
backtranslating prepositions based on automatic
annotation and alignment frequencies. We then ap-
ply it to VPC and introduce our method for error
correction.

3.1 Distributions
In a first step, we calculate a lemma distribu-
tion matrix by aggregating lemma counts on to-
ken alignments. This matrix tells us the transla-
tion ratio of each lemma. Each cell contains the
probability of a lemma in the source language to
be translated into a lemma in the foreign language.
For example, the English verb suffer is translated
to German leiden in 42% of the cases.

gleichwohl leiden sie unter einer ungerechten Behandlung

nonetheless they suffer from unfair treatment

prep

λv
λp

λp′

Figure 1: Corpus example: first, the VPC is iden-
tified employing syntactic dependency relations,
second, the foreign language preposition of the
VPC is retrieved following the word alignment.

We then retrieve the set of all English VPC (con-
sisting of verb λv and preposition λp with the verb
showing a syntactic ‘preposition’ relation to the
preposition as depicted in Fig. 1) and calculate the

4If no lemma provided we used the word form instead.
5It distinguishes e.g. between main and auxiliary verbs,

and between prepositions and complementizers.
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distribution of observed prepositions. For exam-
ple, the English verb suffer occurs with the prepo-
sition from in 26% of all cases, but also, more
rarely, with other prepositions.6 We do not attempt
to make a distinction between phrasal verbs, PP
complements or PP adjuncts in our data-driven ap-
proach.
For each VPC, we count the foreign preposi-

tions λp′ as they are aligned with the source VPC’s
prepositions λp.7 We do this step for each lan-
guage separately.

3.2 Backtranslation Score (BTS)

By multiplying these foreign prepositions with the
lemma distribution matrix, we obtain a list of En-
glish prepositions and values that we call back-
translation score (BTS). BTS tells us how pre-
ferred a certain source language preposition is8 for
a foreign language, given a particular VPC.

3.3 Backtranslation Ratio (BTR)

We then normalize BTS to what we refer to as
backtranslation ratio (BTR), such that the BTR of
the correct English preposition for a particular verb
and language is 1.0, i.e. each preposition’s BTS di-
vided by the BTS of the correct original preposi-
tion, which is shown in Table 1. A BTR above 1.0
indicates that it is more likely to choose a wrong
preposition than the correct one, according to our
language model, which is based on alignment (see
Appendix for the most likely incorrect preposition
per language, with their BTR).
The BTR calculated for English VPC give us

an impression of how difficult the preposition of
a particular expression would be for a speaker of
the respective language. For instance, the highest
BTR for the verb aim is 2.74 for German (prepo-
sition on, presumably due to German zielen auf )
and 2.81 for French (preposition in, indirectly due
to French viser + object, see next subsection) while
at is 1.0 by definition.
We also include the raw frequency of VPC and

derive the final ranking for eachVPC and language
based on both normalized scores.9 For space rea-

6The second most frequent preposition together with suf-
fer is in, occurring in 9%. In 2%, suffer is modified by a PP
headed by under.

7We only consider alignments from English prepositions
to prepositions in other languages.

8As we multiply by the entire lemma distribution matrix,
this could theoretically also be other words than prepositions,
but in practice only the prepositions count here.

9We calculate the same measures for APC analogously.

λv λp λp′′ BTS BTR
suffer from under 102.512 2.51
suffer from of 100.036 2.46
suffer from in 78.559 1.93
suffer from by 51.188 1.25
suffer from on 46.534 1.14
suffer from from 40.966 1.00
suffer from with 36.322 0.89
suffer from among 27.927 0.68
suffer from at 15.791 0.39
suffer from amongst 11.207 0.28

...

Table 1: Backtranslation score (BTS) and back-
translation ratio (BTR) for different backtranslated
prepositions (λp′′) of suffer from.

sons, we only present the intersection of all lan-
guage specific VPC and APC lists in Table 2.

3.4 Suggestions for Corrections
In addition to lists of difficult VPC and APC,
we also suggest a correction for incorrect com-
binations based on the distribution of preposi-
tions retrieved. Errors can be simple misproduc-
tions such as typos or copy-paste errors, which
are typically spotted when carefully re-reading a
text. But when speakers of certain linguistic back-
grounds keep producing the same non-standard
form repeatedly, often due to native language in-
fluence such as transfer, they make errors which
are more difficult to detect for them, and thus a
resource which spots these is particularly help-
ful. These errors follow a repeated pattern, of-
ten reaching collocational status. Schneider and
Gilquin (2016) use collocation-based statistics to
detect such non-standard VPC by measuring the
expected (E) collocational strength in Learner En-
glish (based on the International Corpus of Learner
English (ICLE)), compared to the observed (O)
collocational strength in native English (based on
the BNC).

O/E-ratio =
O/E(ICLE)
O/E(BNC)

(1)

We detect VPC errors following the same
method, then address the question if we can pro-
vide the appropriate correction. Given an incorrect
VPC, we suggest themost likely preposition, given
the verb. As some errors involve a preposition in-
stead of a direct object, our algorithm suggests to

Proceedings of the Joint 6th Workshop on NLP for Computer Assisted Language Learning and 2nd Workshop on NLP for Research on

Language Acquisition at NoDaLiDa 2017

20



VERB/ADJ PREP OK? I N F
aim at yes +

arrive at yes + + +
benefit from yes +
breathe into ? n/a
channel into yes n/a

complain about yes + + +
compliment on yes

convert into yes n/a
depend on yes + +
direct at yes +
divide into ? n/a

emanate from yes
embark on yes
enter into ? n/a

estimate at yes +
exclude from yes +
exempt from yes +

fall within yes
force into yes n/a
gain from yes +
hang over no n/a

incorporate into ? n/a
integrate into ? n/a

level at no n/a
look at yes + + +
miss from yes

plunge into ? n/a
preside over yes
profit from yes +
protect from yes
recover from yes
suffer from yes +
talk about yes + + +

target at yes +
throw into ? n/a

transform into ? n/a
translate into ? n/a
transpose into ? n/a

wait for yes + + +
worry about yes +
absent from yes +

conditional on yes +
dependent on yes + + +

early as no n/a
exempt from yes +
sceptical about yes +
serious about yes +

Total 34/10/3 23/31

Table 2: Language-independent VPC/APC ob-
tained by intersecting the language-specific rec-
ommendation lists. 23 out of 31 relevant ones can
be found in at least one of the learner corpora we
searched (I = ICLE; N = NICT; F = FCE).

use a direct object if the raw frequency of a verb
is at least twice as high as the number of VPC in-
volving that verb.

4 Results

In the following, we present results for all three
aims identified above.
As we cannot give the full lists of recommended

language-specific lists here,10 we will focus in-
stead on three verb-preposition combinations that
are particularly useful to concentrate on and to
learn for native speakers of German:

• suffer from: corresponds to German leiden
unter, the preposition ‘unter’ directly trans-
lates as ‘under’.

• wait for: corresponds to German warten auf,
‘auf’ directly translates as ‘on’.

• consist of: corresponds to German bestehen
aus, ‘aus’ directly translates as ‘from’.

The recommended lists overlap, yet also dif-
fer considerably between languages. The amount
of overlapping VPC of the whole lists ranges
from 58% for German-Polish to 97% for French-
Italian, reflecting the typological similarity of the
languages. We consider those items that occur in
each of the 5 language-specific lists as generally
hard to learn. This language-independent list is
given in Table 2.
The list of the top true positives, i.e. the correct

suggestion for erroneous or non-standard uses of
VPC/APC structures from Schneider and Gilquin
(2016) is given in Table 3. The first column shows
the verb or adjective, the second column the in-
correct preposition, the third column the manually
corrected preposition. obj means that the manual
annotation suggests to use a direct object instead
of a PP (e.g. attack against someone has manu-
ally been corrected to attack someone), and n/a
means that the manually suggested correction is
more complex, e.g. diverse by has manually been
corrected to different according to. The ultimate
column shows whether the automatic correction
matches the manual correction.

5 Evaluation

We have evaluated our approach in two ways,
which we describe in the following.

10We provide the full VPC and APC recommenda-
tion lists at http://pub.cl.uzh.ch/purl/reimporting_
prepositions.
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VERB/ADJ PREP CORR MATCH?
accuse for of yes
addict on to yes
alarm of at yes
apply into to yes
assist to obj yes
assure to obj yes
aspire for to yes
attack against obj yes
aware about of yes
belong into to yes
benefit out from yes

call like obj no
characterize with by yes

charge of with yes
confront to with yes
consist on of yes
deal about with yes

deprive from of yes
destructive for to yes

discuss about obj yes
estimate to at yes
extend of to no
impose to on yes
indulge into in yes
interest for in no
involve into in yes
relate with to yes

replace to by no
resist to obj yes
select among from no

separate between n/a no
study about obj yes

understand towards obj yes
view upon on no
bad to for no

capable in of yes
conscious about of yes

critical against of yes
critical towards of yes

dependent from on yes
dependent of on yes

diverse by n/a no
guilty for of yes

independent on of yes
responsible of for yes

superior than to yes
synonymous to with yes

worth for obj no
Total 38/48

Table 3: Incorrect VPC/APC together with the
correction suggested by our algorithm. The list
of incorrect VPC/APC structures originates from
(Schneider and Gilquin 2016).

First, we have evaluated the list of language-
independent suggestions. In column 3 of table 2,
we consider an item a true positive if it contains
a non-semantic, non-compositional preposition, or
if the preposition is language-specific. Precision is
at 72%. Our method does not seem to work reli-
ably on the preposition ‘into’, which does not ex-
ist as a preposition in most languages, but which
is semantically transparent. We thus decided to
exclude this preposition in the second evaluation,
given in columns 4-6, in which we check if errors
corresponding to this type occur in learner corpora.
74% of the remaining combinations are found in
at least one of the learner corpora.
Second, we have tested the ability of our method

to correct frequent non-standard or erroneous verb-
and adjective-preposition combinations. The re-
sults are given in Table 3. PREP is the erroneous
preposition, CORR the suggested correction by
our algorithm, and MATCH? indicates if the sug-
gested correction is correct. The results indicate a
precision of 79.2%, and the upper bound (n/a can-
not be predicted correctly) is 95.8%. Some of the
errors may stem from the fact that the European
parliament uses some fixed phrases that are rare in
other registers.
Tetreault and Chodorow (2008) report 80% pre-

cision at 19% recall on the task of recognizing
preposition errors in essays written by non-native
students. Boyd et al. (2012) report 40% F-score
on recognizing preposition errors, and 30% F-
score on correcting them. The best performing sys-
tem on the prep type of error in Ng, M. S. Wu,
Briscoe, et al. (2014) is Felice et al. (2014), who
report about 40% precision and recall using a com-
bination of a rule-based and an SMT approach.
As their task includes both recognizing and cor-
recting preposition errors, and all the above ap-
proaches use token-based evaluation while ours is
type-based, a comparison is difficult to make, but
our results appear to be competitive.

6 Conclusions

We have employed word alignment in a large
parallel corpus to identify potentially difficult
VPC/APC. We have compiled language-specific
ranked lists in order to help learners to focus on
particularly challenging combinations given their
native language (L1). We have also combined
the language-specific findings into a list of gen-
erally difficult combinations. As expected, Ro-
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mance languages exhibit a larger overlap of com-
binations than German, and Polish is particularly
different.
We evaluate our procedure in two ways. First

we have manually assessed the precision of the
language-independent list, which obtains 72%
precision. Secondly, we apply our method to an
error correction task to predict the intended prepo-
sition given frequent erroneous VPC or APC. We
achieved a precision of 79.2%.
For future work, we plan to conduct the same

calculations for other languages so that we will be
able, for instance, to predict potentially erroneous
use of German prepositions by native speakers of
other languages.
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A Most relevant VPC for English learners with L1 being German and French

German French
no λv λp λp′′ BTR λv λp λp′′ BTR
1 think of on 1.09 deal with of 2.07
2 impose on for 1.36 provide for of 1.24
3 hope for on 1.07 call for of 1.82
4 remind of on 1.22 decide on of 1.05
5 prevent from of 1.83 comply with of 1.60
6 consist of from 1.38 hope for of 1.00
7 postpone until by 1.06 ask for of 2.08
8 exclude from of 1.64 face with in 1.65
9 aim at on 2.74 push for of 1.07
10 talk about on 3.34 confront with in 1.19
11 look at in 3.40 cope with in 1.47
12 gain from of 1.42 reserve for in 1.19
13 deliver on in 1.37 inflict on in 1.11
14 receive from of 2.00 spend on for 1.75
15 emanate from of 1.19 apologise for of 1.26
16 compose of from 1.30 qualify for of 1.15
17 wait for on 2.25 strive for of 1.32
18 embark on in 1.69 associate with in 1.92
19 compliment on for 1.49 wait for of 1.99
20 benefit from of 2.72 aim at in 2.81
21 shed on in 1.62 last for of 1.23
22 suffer from under 2.44 expire on in 1.25
23 dispense with on 1.57 allow for of 2.28
24 stop from of 1.88 arrange for of 1.44
25 warn against before 1.82 cater for of 1.45
26 protect from before 2.42 confer on in 1.79
27 test on in 1.65 look at in 5.08
28 abstain from in 2.42 account for of 2.50
29 hear from of 2.65 arrive at in 2.77
30 refrain from of 2.44 embark on in 2.37
31 inform of on 2.92 blame for of 2.28
32 profit from of 2.14 direct at in 2.79
33 free from of 2.21 destine for in 2.27
34 direct at on 2.74 estimate at in 2.42
35 spend on for 3.76 resume at in 2.31
36 target at on 2.66 burden with of 2.28
37 worry about on 3.01 concern with of 4.26
38 estimate at on 2.49 align with on 2.59
39 recover from of 2.45 fill with of 2.69
40 delight with on 2.65 congratulate on for 6.68
41 depend on of 5.01 depend on of 5.77
42 arrive at in 4.07 search for of 2.98
43 exempt from of 3.13 level at in 3.04
44 differ from of 3.62 please with of 4.43
45 level at on 2.99 care for of 3.59
46 depart from of 3.24 dispense with of 3.34
47 expect from of 3.91 forgive for of 4.25
48 complain about on 3.55 target at on 4.74
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B Most relevant VPC for English learners with L1 being Spanish and Polish

Spanish Polish
no λv λp λp′′ BTR λv λp λp′′ BTR
1 thank for by 1.01 talk about of 1.40
2 deal with of 1.36 vote in for 2.16
3 call for of 1.16 ask for of 1.61
4 ask for of 1.15 allow for on 1.17
5 impose on in 1.10 look at on 2.29
6 consist of in 1.02 deprive of by 1.00
7 pass on of 1.08 concern with of 1.37
8 build on in 1.09 wait for on 1.47
9 hope for of 1.17 hope for on 1.24
10 allow for of 1.31 learn from with 1.48
11 wait for of 1.50 remove from with 1.33
12 equip with of 1.01 pass on in 1.48
13 apologise for by 1.04 press for on 1.14
14 compensate for of 1.19 schedule for on 1.10
15 think of in 1.85 aim at on 2.37
16 concern with of 1.66 confer on in 1.13
17 argue for of 1.15 fight for of 1.62
18 aim at in 2.45 regard as for 2.02
19 base on in 3.66 compose of with 1.10
20 congratulate on by 2.53 discriminate against of 1.34
21 deliver on in 1.21 decide on of 1.93
22 qualify for of 1.11 depend on from 2.17
23 pick on of 1.12 avail of with 1.09
24 punish for by 1.02 fill with by 1.16
25 touch on in 1.62 benefit from with 2.24
26 arrange for of 1.24 worry about of 1.50
27 elaborate on in 1.22 label of in 1.22
28 acquaint with of 1.32 escape from with 1.20
29 destine for of 1.48 congratulate on in 3.03
30 inflict on in 1.55 withdraw from with 1.52
31 focus on in 4.01 burden with of 1.16
32 place on in 3.05 dispose of in 1.35
33 confer on in 1.89 suffer from of 2.04
34 cater for of 1.77 exclude from with 1.98
35 impact on in 1.94 emerge from with 2.03
36 direct at in 2.37 derive from with 1.98
37 account for of 2.81 originate from with 1.64
38 search for of 2.04 gain from with 1.83
39 rest on in 2.17 arise from with 2.26
40 arrive at in 3.18 exempt from with 1.70
41 resume at in 2.16 report on of 2.12
42 look at in 6.99 protect from before 2.22
43 dwell on in 2.51 recover from with 1.64
44 spend on in 3.78 release from with 1.69
45 concentrate on in 4.41 stem from with 2.11
46 insist on in 4.31 touch on in 2.33
47 rely on in 4.00 import from with 2.13
48 compliment on by 2.70 quote from with 1.91
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Abstract

We describe a computational system for

language learning and supporting endan-

gered languages. The platform provides

the user an opportunity to improve her

competency through active language use.

The platform currently works with several

endangered Finno-Ugric languages, as

well as with Yakut, and Finnish, Swedish,

and Russian. This paper describes the cur-

rent stage of ongoing development.

1 Introduction

Revita is an open online platform designed to

help support endangered languages, by stimulat-

ing active language learning. Current focus is on

several endangered languages inside the Russian

Federation (RF), which have moderate to small

numbers of speakers, including several Finno-

Ugric (F-U) languages—Udmurt, Meadow Mari,

Erzya, Komi-Zyrian, North Saami—and Sakha

(Yakut), a Turkic language.1 The system also

works with Finnish, Swedish, and Russian, for

several practical reasons. Finnish is structurally

very similar to many Uralic languages. Further,

texts in many of the target languages often ex-

hibit spontaneous code-switching into Russian, so

a Russian component has emerged as an essential

feature of the system.

The tool is aimed at people who already pos-

sess some competence in the target language—

intermediate to advanced students (i.e., not for the

very beginners).

The rest of the paper is organized as follows:

Section 2 is devoted to a review of prior work in

This work is licenced under a Creative Commons
Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/

1All F-U languages are inside RF, except Finnish, Hun-
garian, North Saami, and Estonian.

the area of generating “cloze” exercises, Section

3 describes exercise generation in the Revita sys-

tem and related research problems, and Section 4

presents the conclusions.

2 Prior work

Computer-aided language learning (CALL) was

first introduced in the 1950s, and since then has

developed significantly as technology evolved.

We briefly mention some relevant systems, such

as PLATO, (Hart, 1981), and (Chapelle and

Jamieson, 1983), which was one of the first and

most significant systems for teaching and learn-

ing languages. Macario was one of the first video

programs for learning Spanish (Gale, 1989); the

Athena Language-Learning Project (ALLP) com-

bined “interactivity and more primitive drill-and-

practice routine” (Murray, 2014); programs like À

la rencontre de Phillippe (Murray, 2014) allowed

learners to act in the learning language environ-

ment. Thousands of other programs have been cre-

ated. Some of the programs, such as Robo-Sensei

(Nagata, 2002) and E-Tutor (Heift, 2001), use

NLP (natural language processing) techniques,

and may be called “intelligent” CALL systems.

Revita’s main learning mode involves a type of

exercise known as “cloze” in the literature, first

described in (Taylor, 1953). In a cloze (deletion)

test, a portion of text has some of the words re-

moved, and the learner is asked to recover the

missing words. Clozes require an understanding

of the context, semantics and syntax in order to

identify the missing words correctly.

The approach in (Zesch and Melamud, 2014)

involves generating distractors for vocabulary

clozes—multiple-choice questions. The method

for generating lists of distractors is as follows.

First “context-insensitive inference rules” are used

to generate a set of candidate distractors. This

set includes the top-N matches for the target word

w in the corpus—words which share some con-
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text words with w, which harvests words that are

in some sense similar. Then the top-M matches

are found which appear in exactly the same con-

text as the cloze item (“context-sensitive inference

rules”). A distractor blacklist specifies words that

should not be used as distractors. In case there are

a large number of distractors, ranking is applied to

select the most challenging ones. These can be the

less frequent distractors in the corpus, or the most

similar to the target word (provided that they are

not in the blacklist).

Smith et al. (2010) presented an approach to

generation of vocabulary clozes, for English only.

Their system takes a key (the target word), chooses

distractors from a distributional thesaurus, and

identifies a collocate that does not occur with the

distractors using “Sketch Engine,” a corpus query

system. Then the system finds a sentence contain-

ing the pair. The best sentence should not be long,

with sufficient useful context.

Lee and Seneff (2007) describe an approach to

generating distractors for learning English prepo-

sitions. Distractors are defined in terms of usabil-

ity—only one choice is correct, requiring mini-

mum post-editing time—and in terms of difficulty

which means that distractors are on the right level

of difficulty, neither too wrong nor too challeng-

ing, making these choices appropriate for the less

proficient language users.

Pino et al. (2008) present a strategy for improv-

ing automatically generated cloze and open-cloze

(without multiple choice) questions, used by the

REAP tutoring system for English as a Second

Language vocabulary learning. The system pro-

vides the learner with documents retrieved from

the Web, filtered for quality and annotated for

topic and readability level, to match the student’s

interest and the model of the student’s vocabu-

lary knowledge. For selecting sentences with tar-

get words, the system scores sentence complex-

ity, measured by counting the number of clauses,

as identified by the Stanford parser. The con-

text of sentences with more clauses is believed

to be more well-defined. However, in essence,

how well-defined the context is depends on the

possibility of replacing the target word with any

other word. This can be measured by sum the

collocation scores between the target word and

other words in the sentence. The authors pro-

vide an example: the sentence “I drank a cup

of strong (blank) with lemon and sugar” is very

well-defined for “tea” because of high colloca-

tion scores between “tea” and “strong,” “lemon”,

“sugar”, “drink.” In absence of these strong col-

locations, it is less likely to define a target word

from the context. This approach showed better re-

sults than a baseline.

One of the main problems with this approach is

that distractors may fit the context semantically, so

open cloze questions can have more than one plau-

sible answer. Also, sentence selection is problem-

atic, since a single sentence may not provide suffi-

cient information for choosing the correct answer.

Brown et al. (2005) present six types of ques-

tions for evaluating the level of vocabulary knowl-

edge of REAP system users. This evaluation

is used to update the user model of vocabulary

knowledge, to provide new texts with 95% of

words familiar to the user and 5% of new words.

Using WordNet data, the following types of ques-

tions were generated: choosing the definition of

a word, selecting synonyms and antonyms, hy-

pernym and hyponym question types (completing

phrases), and cloze questions. It is shown that

there is a correlation between computer-generated

questions for assessment of vocabulary skills and

human-written questions.

Chen et al. (2006) describe the principles for

generation of tests on grammaticality for English

language. Tests are based on manually-designed

patterns, e.g., the pattern {VB VBG} means that

some verb requires a gerund as a complement

(“My friends enjoy traveling by plane”). Distrac-

tors are usually constructed based on words in the

pattern with some modifications, such as chang-

ing some grammatical meaning, part of speech,

reordering words. Gathered from the Web, sen-

tences are transformed into tests based on the pat-

terns. There are two types of tests: multiple choice

and error detection. All tests were evaluated by

experts and 77-80% were regarded as “worthy”.

Shei (2001) presents the concept FollowYou!,

which transforms a raw text into language lessons,

giving the student an opportunity to read his/her

favourite articles with textbook-support. The

learner’s vocabulary knowledge is tested and

recorded in the Profile Manager, which decides

which words should be included in the next les-

son. The Lesson Generator extracts definitions of

the chosen words from the Dictionary, the collo-

cations, their synonyms, and example sentences

from the corpus. To test the effectiveness of the
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Figure 1: Story practice mode: exercises presented randomly from text.

lesson and to update the user’s vocabulary model,

some exercises need to be solved, e.g., gap-filling

exercises. The main idea behind that project is

that authentic materials—created by and for native

speakers—are essential for the language learner.

3 Main principles and features

The main principle of our project is stimulating

active language use in the process of learning

from a text. By this we mean active production

of required language forms while reading texts,

rather than passive absortion of language exam-

ples or rules. We focus on learning the gram-

mar as well as the vocabulary. Exercises provided

by the system—including multiple-choice quizzes

for indeclinable parts of speech, crosswords auto-

matically generated from stories, can be regarded

as grammar and vocabulary practice because the

learner needs to produce words in context. Flash-

cards are available for vocabulary learning.

The platform has a small library of stories for

each language. However, the main idea is that

students will upload a variety of texts from web

pages or plain text files to their personal library.

Personal libraries can be shared between users.

Studying language by reading stories, in which the

students are interested implies personal involve-

ment in learning process, it reduces boredom fac-

tor, and increases motivation to use the online plat-

form. Moreover, texts uploaded from the Internet

and mostly intended for native speakers will cat-

alyze cultural enrichment and immersion into the

specifics of language use and conventions.

One important system feature is that adding a

new language is a simple procedure if a morpho-

logical analyzer is available for the language of

interest. However, without language-specific ad-

justments and sets of rules, based on which the

more complex exercises can be created, the kinds

of available exercises will be limited and the range

of grammatical concepts, which can be practiced,

will also be restricted.

Exercises are created from any story automat-

ically by analyzing words in the text and decid-

ing on the best words to practice. The choice of

words is based on the student’s answers given so

far, which the program remembers and assesses

automatically. Tracking the students progress is

one of the key features which we plan to develop

during further research.

3.1 Essential exercise modes

There are two essential exercise modes provided

by the system at present: the “practice” mode and

the crossword mode. In the practice mode, see

Figure 1, the learner chooses a story which s/he

wants to practice and then receives pieces of this

story in order. Each piece (called a “snippet”)
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Figure 2: Crossword generated from Sakha story

includes approximately 30-40 words, respecting

sentence boundaries. Several words in the snip-

pet will be chosen for quizzes, as the result of

a randomized selection process. For each quiz

word, the learner receives a gap in the text, and

one of two types of quizzes: a multiple-choice

quiz, where the learner must select one word from

a list. Multiple-choice quiz is can be generated

for non-inflected words, like prepositions, postpo-

sitions, adverbs, etc. The second type of quiz—

cloze quiz—is used for inflected parts of speech:

nouns, verbs, adjectives. The base form (lemma)

is shown, and the learner needs to guess the cor-

rect grammatical surface form in the context. For

example: “Topelius kertoo Maamme kirja eri

maakunnista” (“Topelius tells book Our Land

about the different provinces.”). The word in the

box is a lemma which is presented as a hint to the

user. The task is to derive the surface form from

this lemma in the given context. The correct in-

flected surface form in this example is “kirjassaan”

(“in his book”).

After producing with all quiz words in the cur-

rent snippet, the learner receives immediate feed-

back about his/her answers, and the next snippet

for practice. The student receives points for cor-

rect answers, and points are removed if the user

makes mistakes. It is important to stress that the

correct form means the same as the form found in

the story. This approach to assessment is conve-

nient because we only rely on that the author chose

to include in the story. However, it also has draw-

backs because the user may insert a form which is

allowed by the context but is not the same as the

form used by the author in the story. This problem

is one of the topics for further research.

Crosswords are generated from the story (or

from a part of the story) automatically and con-

sist of 40–50 words, see Figure 2. Users receive

the story as an exercise, with some of the words

removed, and a crossword based on the missing

words. The task is to guess the words in their cor-

rect grammatical form. If the forms inserted by the

user are correct, they will be added to the story and

highlighted in green. Since this task can be diffi-

cult even for a native speaker, the user can request

an additional hint for any missing word, which is

its grammatical base form (lemma). The student
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receives points for solving the words.

During work on the current snippet, the student

can request a translation of any word (more pre-

cisely, of its lemmas) in the snippet. The trans-

lation is shown in the box on the left, Figure 1.

It is important to clarify the notion of ambigu-

ous words in Revita. A word-form is consid-

ered as ambiguous if it has more than one dif-

ferent lemma. For instance, words with different,

unrelated meanings can have homonymous forms

but different base forms. For example, the Rus-

sian surface forms “жил” has two morphological

bases: “жить” (live-INF, “to live”) and “жила”

(sinew-NOM.SG, “sinew”). In the first case,

“жил” is the past tense, masculine gender form of

the verb (live-PST.MASC.SG, “he lived”), in the

second case “жил” is the genitive plural form of

the noun, (sinew-GEN.PL, “sinew”). If a word-

form in the story is ambiguous, the system tries to

provide translations of all base forms.

For Finnish, Swedish, and Russian, Revita uses

the Glosbe multi-language dictionary2 with a pos-

sibility to translate into a number of languages.

FU-Lab dictionaries3 are used to translate from

Komi-Zyrian, Meadow Mari, and Udmurt into

Russian. Revita uses sakhatyla.ru for translating

from Sakha into Russian and English. The de-

fault destination language for translation will be

the same as the language chosen by the user as

the language of the interface (currently English,

Finnish, Swedish or Russian) if dictionaries for

these languages are available. For instance, for

Komi-Zyrian, Udmurt, and Meadow Mari, trans-

lation is available only into Russian at the present

stage. All words that the student has clicked on to

get translations are automatically saved to the per-

sonal dictionary. Words the dictionary are used for

practice as flashcards, with the lemma on one side

of the card and its translations on the other side.

3.2 Generating exercises

Any uploaded text is first tokenised, the title is

identified and the text is analysed by a morpho-

logical analyser. Revita uses the following tools:

• morphological analysers for Uralic lan-

guages, from GiellaTekno4;

• the Crosslator Tagger (Klyshinsky et al.,

2011) morphological analyzer for Russian;

2https://glosbe.com
3http://dict.fu-lab.ru
4http://giellatekno.uit.no

• the HFST toolkit5 for analyzing Swedish;

• sakhatyla.ru,6 morphological analyser of on-

line Sakha-Russian-Sakha translator system.

We extract base forms, parts of speech, and

grammatical tags from the morphological analy-

ses. Split into words and analysed, stories are

saved into the database.

After morphological analysis, the system ex-

tracts from the text all words and combinations of

words which can serve as candidates for practice.

Every candidate is assigned to a particular snip-

pet of the story and saved in the database. To be

chosen as candidates, singleton words should have

the same base form for all analyses returned by

the analyser, otherwise, a word cannot be used for

practice because the system cannot decide what

base have to be offered as a hint. Combina-

tions of words are chosen by the system based on

language-specific rules; all words in a combina-

tion are considered to be disambiguated.

Choosing only unambiguous singleton words

as candidates is a problem for the system be-

cause it limits the range of words and grammati-

cal concepts which can be presented in exercises.

For example, Udmurt forms in reflexive voice

are homonymous to present tense forms, e.g.,

the verb “дасяны” (prepare-INF, “to prepare”)

has a form “дасясько” (prepare-PRES.3.SG,

“s/he prepares”) with the meaning of singular

present tense, and another verb “дасяськыны”

(prerare-INF-REFL, “to prepare oneself”) has the

homonymous form “дасясько” (prepare-PRES-

REFL.3.SG, “s/he prepares her/himself”), where

the latter form has the meaning of reflexive voice.

It means that the form “дасясько” is ambiguous

(has two different lemmas) and will never be cho-

sen as a candidate by Revita. Consequently, the

reflexive voice cannot currently be practiced for

Udmurt for words with the same paradigm.

Combinations of words are chosen by Revita

based on language-specific rules. For instance, the

system contains rules for Russian, such as:

1. [pos=adj, case=X, number=Y, gender=Z]

[pos=noun, case=X, number=Y, gender=Z];

2. [word=в, pos=prep] [case=loc or acc].

The rules make reference to the word’s parts

of speech and morphological tags. The first

5https://kitwiki.csc.fi
6Sakhatyla.ru is created by Vasiliy Ivanov and has a web-

interface available here7 and a Telegram messenger applica-
tion bot.
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rule defines agreement between a noun-adjective

pair. The second rule defines prepositional

government—which cases are governed by the

specific preposition, в (“in”). These rules drive

the selection of sequences of words from the story,

such as “красивой девушке”, “в доме”, which

correspond to the specified rules as follows:

"красивой девушке"

beautiful-Fem.Dat.Sg girl-Fem.Dat.Sg

”... [to] a beautiful girl (dative)”

"в доме"

in house-Loc.Sg

”In a/the house”

Any possible ambiguity in the sequences matched

by the rules is expected to be resolved8 by virtue

of the context. Sequences selected (randomly) by

these rules will be offered as quizzes for practice

as cloze-type exercises—the learner again receives

as a hint only the lemmas of these words—or as

multiple-choice quizzes. In case the sequence in-

cludes indeclinable words (such as a preposition,

in the second rule, above) other prepositions with

similar meaning will be used as distractors. De-

pending on the learner’s results on other tasks,

the system will offer exercises of various levels of

complexity. For example, for sequences matching

the above rules, we may produce:

• multiple-choice quiz for a preposition, all

other surface forms given;

• one inflected surface form as cloze quiz (only

the lemma given);

• one inflected word is as cloze quiz, multiple-

choice quiz for a preposition;

• both noun and adjective surface forms as (co-

ordinated) cloze quizzes, and multiple-choice

for a preposition.

All of the learner’s answers are stored in the

database, both correct and incorrect. The en-

tire history of the learner’s answers is used for

selecting exercises in subsequent snippets. Re-

vita uses the history to compute weights for exer-

cise candidates—non-ambiguous singleton words,

and sequences of words that match rules. Ex-

amples which never always answered correctly

by the learner receive a low probability (so they

are not chosen frequently, to avoid boring the

learner). Examples which were answered some-

8It is possible to construct (somewhat artificial) examples,
where ambiguous words match these syntactic patterns and
yet do not form the expected construction. If needed, this
problem can be alleviated by various NLP techniques—by
taking wider context into account.

Figure 3: Progress visualisation for Finnish pronouns

times correctly and sometimes incorrectly receive

high probability. Examples that were never an-

swered correctly receive a lower weight again.

Any time when the user starts practicing a new

snippet, a probability of next candidates for prac-

tice is calculated. The system also controls the

spread and proximity of the candidates within the

snippet—they should not be too close to each other

to provide sufficient context for each exercise.

This randomness is applied when choosing from

the set of all candidates—this allows each story to

be practiced multiple times, with new exercises be-

ing chosen on each round. When the learner starts

over, the system will select a new set of words for

practice, which may partially overlap with the set

of words chosen on the previous round.

At the current stage, the system provides an

initial version of the learner’s progress assess-

ment. Revita checks all answers which the learner

has provided during the exercises, and identifies

which grammatical concepts were answered cor-

rectly what proportion of time; the concepts in-

clude grammatical categories, such as case, num-

ber, tense, etc. The learner (or teacher) can track

progress via a visualisation page, which displays

how the user performed on various concepts, see

Figure 3. The more a grammatical concepts has

been exercised the bigger its circle; the color

ranges from green for mostly correct answers to

red for mostly incorrect ones.

3.3 Code-switching disambiguation

Choosing words for exercises needs some care for

certain languages, where a special kind of ambi-

guity arises. For example, texts in many of the

F-U languages often include instances of code-

switching into Russian. Code-switching is a nor-

mal and common phenomenon; however, only
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words from the target language9 should be cho-

sen for practice. The problem arises when a Komi

text has a surface form, X, which is a code-switch

into Russian, and yet X happens to be also a

valid word-form in Komi (with an unrelated mean-

ing).10 For example, X may be the surface form

“пота” . In Komi it is first-person singular in-

dicative of the verb “потны” (“to crack”). The

same word-form also happens to be the genitive

of Russian “пот” (“sweat”). If we ignore the Rus-

sian, and X happens to be an instance of a code-

switch (a Russian phrase inserted into the Komi

text), then Revita will provide the Komi verb stem

“потны” as a “hint.”

In general, the clear danger is that Revita may

incorrectly treat X as a Komi word-form, extract its

Komi lemma and inappropriately offer the lemma

as a “hint” to the learner in a cloze quiz—this

would be terribly misleading, causing the system

to lose credibility with the user.

To prevent this type of mistake, several meth-

ods may be applied. We present a simple solution,

which works well for the present.11 We apply mor-

phological analysers for both Komi and Russian to

all words in Komi text. If a word has only a Komi

analysis, it becomes a candidate for exercises. If

it has only a Russian analysis, it is definitely ex-

cluded as Russian. The last case is when the word

has both analyses. We don’t want to simply re-

move all such words from the list of candidates

for exercises.12 Thus, we apply this algorithm to

identify and discard “risky” Russian words:

• for all words w with both Russian and Komi

analyses;

• we look through the entire text and check

whether w has “friends,” i.e., whether its

base form is equal to the base form of some

other surface form y in the story. We check

this property, because we expect Komi words

to repeat in the story. All words without

friends are discarded as risky—they are po-

tential Russian words mistaken as Komi. If

9In this section we will refer Komi as a “representative,”
to avoid writing repetitively “a F-U language that uses the
Cyrillic alphabet and therefore may contain word-forms con-
fusable with Russian.”

10Note, this does not apply to borrowings, where Russian
words are borrowed into Komi, and inflected according to
Komi morphological rules.

11More robust and ultimately better solutions will involve
building statistical language models, planned for future work.

12In Udmurt, e.g., they represent 19% of all words in our
corpus.

w has Komi friends in the story, it is highly

likely to be a true Komi word.

• If w has friends, we examine its “neighbors.”

The word is again discarded as risky if it

has at least one direct neighbor with a Rus-

sian analysis, because we expect that Russian

words are more likely to appear as part of en-

tire phrases than as isolated words.

To evaluate the accuracy of the algorithm, we

took a sample of 5% of all words having both a

Russian and an Udmurt analysis and computed the

accuracy of the prediction made by the algorithm:

accuracy =
T P+T N

all

where TP are true positives—words marked as

Udmurt by the algorithm, which an expert con-

firmed to be Udmurt. TN are true negatives—

non-Udmurt words which the algorithm marked

as Russian. We manually checked the sample

of words with Russian and Udmurt analyses in

our corpus of stories. The obtained accuracy was

0.77. We should note that Crosslator Tagger some-

times returns a Russian analysis for non-Russian

words, which increases the number of false posi-

tives (words which are not really risky), and brings

down the accuracy measure.13

Because we expect the learner to produce the

grammatical form which is equal to the form

found in the story, we assume that there is only one

correct answer in a particular context. However,

we can have lexical and grammatical synonyms

which suit the same context, as well as optional

grammatical meanings which may or may not be

expressed in this context, which may make it dif-

ficult for the user to guess the correct grammatical

form only from the lemma. The system should not

choose such cases for practice or should be more

intelligent and tolerate optional or grammatically

equivalent markers. For instance, in Komi-Zyrian

the same grammatical meaning can have differ-

ent forms, e.g., verb “лоны” (“to be”) in the in-

dicative mood, first past tense, third person singu-

lar has two valid forms with the same meaning in

the same context — “лои” and “лоис” . Thus, the

learner cannot decide which form is expected by

the system. Solving that problem is non-trivial be-

cause it requires sufficient amounts of data to build

a reliable language model. We plan to start with

13We have tested only Udmurt, we will test with other lan-
guages which exhibit code-switching into Russian.
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Finnish and Russian because for other languages

data is more difficult to obtain.

4 Conclusions and future plans

The Revita system is under development, there-

fore there are many outstanding problems to be

solved and improvements to be added. Contin-

uing the above discussion, presenting an appro-

priate hint to the learner is crucial, because mis-

leading hints (lemmas for cloze quizzes and dis-

tractors for multiple-choice quizzes) will cause the

learner frustration and will discourage the contin-

ued use of the system. Further, we must solve

many language-specific problems. While for some

languages, like Russian or Finnish, it may be done

by building language models, for languages like

Erzya, Komi-Zyrian, or Sakha we may have to de-

velop rule-based solutions, due to a lack of cor-

pora. Also, many difficulties are caused by erro-

neous analyses. We discussed the process of gen-

erating exercises at the current stage and related

problems. Further kinds of exercises can be de-

veloped for different languages depending on the

available language resources.

The system was tested by several users, and we

plan to collect more formal results about its effi-

cacy.

Revita offers several types of exercises gener-

ated from any story. The systems assesses the

answers given by user by comparing them with

forms found in the story and it cannot accept other

answers which are allowed in the context.

Users can translate any word in the story and to

save them as flashcards. Based on the flashcards,

Revita provides vocabulary exercises. Vocabulary

learning in general and vocabulary learning with

help of computers was studied, e.g., by (Nation,

2013), (Ahmed, 1989), (Laufer and Hill, 2000),

(Prince, 1996). Learning new words in context is

more preferable than learning words in isolation—

see (Groot, 2000) and (Krashen, 1989)—to bet-

ter understand their semantic and syntactic fea-

tures. This is consistent with one the main prin-

ciples of the system, namely, learning language

while reading. The learner does not only infer the

meaning of a new word from the context, but also

can link it with a translation into the learner’s na-

tive language. Efficiency of such linking is ques-

tioned, despite the efficiency in terms of quan-

tity, see (Prince, 1996). Nevertheless, we assume

this linking to be beneficial provided that there

are other approaches to learning offered in paral-

lel. This may involve establishing links between

a new word and other words in the language,

e.g., through exercises with synonyms, where the

learner should decide which word among a list of

synonyms is the most appropriate in the context,

and to generate the correct grammatical form of

the chosen word. This type of exercise can also

include practicing of multi-word expressions.

Further aspects which we plan to develop are:

• refining the scoring system which should not

“only lead to a learner’s pursuit of meaning-

less ‘points’ with little or no regard for learn-

ing” (Beatty, 2013) but works to stimulate the

user to learn more;

• adding the possibility for collaboration to the

system, since some of the pedagogical objec-

tives can be achieved better through group

activity—solving problems in a group, dis-

cussing them with experts/teachers also reg-

istered in the system.

• assessment of uploaded stories by their dif-

ficulty for the learner, and their quality as

learning material. This is important because

the learner decides which stories to practice,

and the system should help guide learners in

some may.

• progress detection which is important for de-

veloping new exercises and their assessment.

Progress detection and assessment involves

comparing previous responses of the user and

identifying the development of his/her knowledge,

targeting weak areas, and generating exercises for

the next stage, depending on all this information,

and returning intelligent and useful feedback to the

learner.14 Development of this functionality is one

of the main future steps in the Revita system.
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Abstract

We discuss the development of FeedBook,

an intelligent electronic workbook sup-

porting the teaching of English as Foreign

Language in German secondary school.

The overarching goal is to address real-life

formal education needs using current Nat-

ural Language Processing technology.

Our interactive, web-based workbook is

based on the print workbook of a school-

book officially approved for 7th grade

English classes in secondary schools

in Baden-Württemberg, Germany. The

workbook offers a range of activities for

students that typically are assigned by in-

structors as homework to accompany the

regular English classes. In our web-based

version, students can complete activities

online, submit them to their teacher, and

view teacher feedback. Teachers are sup-

ported in providing both formative and

summative feedback to individual students

by an auto-correct and feedback memory

system, and they can view aggregates of

student performance.

This article describes the development of

the web-based workbook and its use from

a technical and pedagogical perspective.

We are currently working on adding auto-

matic immediate feedback to learners that

is designed to incrementally support indi-

vidual learners in successfully completing

a given task.

1 Introduction

Research in Second Language Acquisition (SLA)

and Foreign Language Teaching (FLT) has

stressed the importance of individualized, imme-

diate feedback on learner production for learner

proficiency development (e.g., Mackey, 2006). In

the classroom, the teacher is generally the only

source of reliable, accurate feedback available

to students, which poses a well-known practical

problem: in a class of 30 students, despite indi-

vidual differences warranting individual feedback

to students, it is highly challenging for a teacher

to provide it in class or, in a timely fashion, on

homework.

One of the means to address this problem are In-

telligent Tutoring Systems (ITS), which have been

advocated since the 90’s. Such systems are suc-

cessfully used in domains such as mathematics

(Sabo et al., 2013), where the system input can be

sufficiently constrained to support automatic eval-

uation. In the language domain, ITS are much

less common, although there has been extensive

related research (cf., Heift and Schulze, 2007).

In order to address the gap between research

on intelligent language tutors, foreign language

teaching insights, and real-life classroom usage,

we are developing FeedBook, a web-based En-

glish workbook we are creating in collaboration

with Diesterweg of the Westermann Gruppe, a

major German schoolbook publisher.1 The ulti-

mate goal of the system is to provide individual-

ized and immediate scaffolding feedback to learn-

ers in order to guide them towards solutions for

a number of different activities. In the current

stage, the system provides a web-based implemen-

tation of the traditional print workbook which en-

ables students to complete activities and teachers

to give formative and summative feedback on the

language produced by the student. The teacher

is assisted through several automatic mechanisms,

ranging from the system remembering previously

given feedback to annotation suggestions based on

Natural Language Processing (NLP) technology.

This publication is licensed under a Creative Com-
mons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/

1https://verlage.westermanngruppe.de
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The paper is organized as follows: Section 2

briefly discusses some existing language tutoring

approaches. In section 3, we discuss the chal-

lenges involved in creating a web-based workbook

based on a traditional print workbook. Section 4

then discusses FeedBook and its different compo-

nents in detail, before section 5 concludes the pa-

per with an outlook on next steps of the project.

2 Related Work

Intelligent Language Tutoring Systems (ILTS)

proposed in the literature range from highly am-

bitious conversation machines (e.g., DeSmedt,

1995) to more modest workbook-like approaches

(e.g., Heift and Nicholson, 2001; Nagata, 2002).

However, as discussed by Heift and Schulze

(2007), most of the systems are research proto-

types that have never seen real-life testing or use.

Following Amaral and Meurers (2011), we de-

scribe three notable exceptions below.

Robo-Sensei (Nagata, 2009) is a system for

Japanese which presents a series of exercises for

each of its 24 lessons. The activities are contex-

tualized, including visual aids and picture mate-

rial on Japan. The system was created by Noriko

Nagata, who also designed the Japanese teaching

curriculum. The effectiveness of the system has

been investigated explicitly (Nagata, 1993; 1996;

1997), confirming that Robo-Sensei supports the

acquisition of grammar and vocabulary. Robo-

Sensei generally constrains the language that the

learner enters into the system by providing En-

glish cues, thus essentially presenting contextual-

ized translation exercises.

The E-Tutor (Heift, 2003) is an ILTS for Ger-

man developed by Trude Heift and integrated into

the German curriculum of her department at Si-

mon Fraser University. German students in the

program complete E-Tutor exercises as regular

class requirement, which has enabled Trude Heift

to research the system’s effectiveness and further

its development (Heift, 2001; 2004; 2005). The

system contains four types of exercises with NLP

support: i) provide the missing word, ii) build sen-

tences with the words given, iii) translate a phrase,

and iv) write down the sentence read by the sys-

tem. The exercise types explicitly constrain the

learner productions through the words and phrases

given in the prompt.

TAGARELA (Amaral and Meurers, 2011) is a

tutor system for Portuguese. It is a web-based

workbook featuring six activity types: listening

comprehension, reading comprehension, rephras-

ing, description, fill-in-the-blanks and vocabulary

practice. The system was integrated into the

Portuguese program at The Ohio State Univer-

sity and the University of Massachusetts Amherst,

where Luiz Amaral integrated it into individu-

alized instruction, regular courses, and distance

learning courses. Some of the activity types ex-

plicitly constrain the learner productions, whereas

the comprehension tasks attempt to do so implic-

itly through the contents. To make the system

more flexible in terms of activity types and user

demands, a modular architecture based on UIMA

(Ferrucci and Lally, 2004) was developed (Ama-

ral et al., 2011), including a complete rewrite of

the NLP components.

Overall, there have been only few attempts to

connect state-of-the-art NLP and insights from

SLA with actual widespread classroom usage, and

the developers of the tutoring system were also in-

volved in the actual teaching.

3 Adapting a Print Workbook for the Web

In contrast to the related work just discussed, the

system introduced here takes as starting point an

existing workbook that already is integrated into

the real-life formal education context. To accom-

plish the goal of improving the learning experi-

ence for the students and support the teachers with

minimal overhead, a crucial requirement for our

development was to make the digital version as

similar as possible to the look and feel to the print

version. Users familiar with the print workbook

thus can directly benefit from the added value

of the web-based version without first requiring

training.2

The web-based workbook is based on the print

version of the schoolbook Camden Town Gymna-

sium 3, approved for 7th grade English classes in

German secondary schools. As a first step moving

from a print workbook to a web-based version, it

is necessary to decide which activities to include

and what a general data model representing them

should look like. We therefore analyzed and cat-

egorized all activities in the print schoolbook in

order to group similar exercises together and form

a category system that generalizes over all group

2To be able to address any issues arising in real-life use,
the system also includes the functionality to contact the de-
velopers with bugs or feature requests.
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instances. To this end, we analyzed all activities

of the print workbook in terms of:

(i) activity type, e.g., reading comprehension,

fill-in-the-blank

(ii) expected well- or ill-formed language vari-

ation: How is the space of possible learner

productions restricted by the instruction and

material (cf. Quixal and Meurers, 2016;

Meurers and Dickinson, 2017)

(iii) expected type of system input, e.g., check

marks, single characters, words, a sentence,

short texts

(iv) form or meaning-orientation

(v) language forms targeted explicitly or implic-

itly, e.g., simple past vs. past perfect.

Given our overall goal of linking real-life needs

to NLP-based solutions, our primary focus is on

activities for which the learners produce language

(as opposed to, e.g., check marks), but where the

language produced is constrained enough to deter-

mine potential reference answers (which rules out,

e.g., activities asking about the students’ back-

ground). We also aimed to cover both meaning-

and form-oriented tasks, as both aspects are essen-

tial in FLT and contained in current workbooks.

Development first concentrated on two activ-

ity types: short answers (requiring one or more

free-text sentences, usually in a meaning-oriented

activity), and fill-in-the-blanks (a text with gaps,

usually lexical content or form-oriented). Since

some of the activities we chose also contain

preparatory sub-tasks involving mapping (text or

images that need to be matched) or variants of

multiple-choice, we also included those task types

to be able to offer the same activity sequences

as in the print workbook. We currently cover 55

of the 177 workbook activities (some containing

preparatory sub-tasks). To support a systematic

use of the web-based workbook as a straightfor-

ward replacement of the print version in real-life

teaching, we are currently adding further activ-

ity types. As also argued in Amaral and Meurers

(2011), satisfying real-life education needs using

an ILTS is as dependent on the user interface, web-

programming, and related visual and task design

issues as it is on the NLP analysis.

Figure 1 provides an example task from the

Camden Town 3 print workbook, where students

are asked to watch a video clip provided on a DVD

and answer questions.3 In Figure 4, we will later

see the web-based adaptation of the same task.

85

Diverse Britain 5

B5   Extra: Viewing: Exciting things happening at Brixton Village indoor market 
 Brixton Village indoor market  Viewing, Textbook p. 139

a) Watch the clip and find out why the man is so excited.

 The man is excited because a new project has opened

 in Brixton Village.

There are lots of new shops and galleries for people 

to visit.

b) Watch it again and answer the following questions.

1.  When does the report 

take place?

 On a snowy December night

2.  What was the situation 

in the market up to 6 

weeks ago?

many/20 empty shops

3.  What has happened 

since? 
meeting for people to look at empty shops and come up with ideas;  

since then, the 30 people with the best ideas have opened up shops

4.  What kind of shops 

can you find here now? 

Name 2.

two of the following: old-fashioned sweet shop, (vintage) clothes shops, 

lantern maker, ethical fashion designer, furniture restorer, pop-up galleries,  

a community shop

5.  What is the man’s 

 message to his viewers?
come to Brixton, check out the project and be part of the future of  

Brixton Village

B6  Words: Find the right nouns  
You can make nouns from all these verbs.  

Find the right nouns and sort them into the grid.

-ation -ion -ing -y no ending

celebration

combination

expression

impression

ending

meaning

apology
change

challenge

end 

report

   Working with words, Textbook p. 146

apologize · celebrate · change · challenge · 

combine · end · express · impress · mean · report

Figure 1: Example task from the print workbook

c© Westermann Gruppe

Following common software engineering prac-

tice, in FeedBook we separate display from func-

tion and content. The display of an activity is

determined by its activity type rather than being

hard-coded for individual activities. This readily

supports adding activities of the established types

at a later point by providing only the new con-

tent. This implies that the data model for activi-

ties contains both textual content as well as links

to context media such as graphics or audio. The

activity data model also integrates all components

required for the NLP analysis to provide feedback.

For example, for processing short answers in terms

of the semantic appropriateness, the feedback sys-

tem needs direct access to the prompt text (read-

ing question), the target answer, and the student

answer (cf., e.g., Meurers et al., 2011b).

In the next section, we present the FeedBook

functionality and how it integrates the activities

and challenges characterized in this section.

3In this teacher version of the workbook, target answers
are shown in green.
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4 The FeedBook System

The FeedBook is designed as a multi-layer web

application. The system is platform-independent,

only requiring a computer, tablet, or smartphone

with a web browser and internet access. The cur-

rent version of the system supports a common

workflow in German secondary schools: Students

work on exercises, typically after being assigned

those exercises as homework by the teacher, and

submit their results to the teacher. The teacher cor-

rects the submission and sends it back to the stu-

dent with the feedback. The system provides au-

tomatic error annotation assistance and a feedback

memory to facilitate the work of the teacher. The

student can inspect the teacher feedback, and a di-

agnostics interface allows the teacher to identify

general problems. Since the system is currently

used by German students at a lower to intermedi-

ate level of English proficiency, German is used

as interface and meta language, though this can be

configured differently.

The purpose of the FeedBook is not to replace

the class or the teachers, but to provide an oppor-

tunity for students to individually practice using

online exercises at any time. It also relieves teach-

ers from the repetitive work of providing feedback

on the same issues over and over again, while at

the same time allowing them to view aggregates

of student performance so that they can use the

class time efficiently to target common issues or

misconceptions.

In the following, the system as developed in the

first phase of the project is described in more de-

tail, following the workflow just outlined. While

for the second phase of the project, we are work-

ing on system components that provide immediate

individual scaffolding feedback to students while

they work on the activities, the teacher feedback

data currently being collected is already used to

reduce the work load of the teacher through com-

ponents included in the discussion below.

4.1 The Lobby

The lobby is the central starting point loaded after

a standard authentication process requiring a user

name and password. The structure and function-

ality of the lobby differs by the role of the user

(teacher, student, administrator) who logged in to

accommodate their different needs.

Student Lobby For students, the lobby presents

a table of contents hosting all exercises as tiles in

a mosaic design grouped by the book themes. Fig-

ure 2 shows the lobby after selection of Theme 5

“Diverse Britain”.

After a student worked on an exercise, the exer-

cise tile with the exercise title and page number4

also indicates whether an exercise has been saved

by the student, submitted to the teacher, or cor-

rected by the teacher. In the latter case, a check

mark using a traffic light color scheme indicates

the overall teacher rating, and an information sym-

bol indicates that the teacher provided annotations

of errors or other comments.

When clicking on or touching an exercise tile,

FeedBook forwards the student to the Practice

Interface (section 4.2) or to the Result Interface

showing feedback (section 4.4), depending on the

state of the exercise.

Teacher Lobby Teachers have a choice between

two conceptually and functionally distinct variants

of the lobby: (a) tree view, (b) submission table.

In variant (a), the teacher is shown the two col-

umn layout illustrated in Figure 3). In the left col-

umn, a table of contents of the workbook is shown,

including only activities to which submissions of

the teacher’s students exist. On selection of an ac-

tivity, a submission table is shown in the right col-

umn listing all associated students (the class), the

time they submitted the activity, their detailed sub-

mission status (correction pending, partially cor-

rected, correction complete), the number of er-

ror annotations added to this submission, and the

overall rating. Selecting a submission via click or

touch forwards the teacher to the correction view

(section 4.4).5

In variant (b), the teacher sees a list widget with

all submissions. This includes all of the informa-

tion mentioned above, but for all submitted exer-

cises. The list can be filtered to only show sub-

mission that still require teacher interaction so that

this view can serve as a To-Do list for teachers.

This view also permits direct selection of submis-

sions by click or touch.

Two buttons are shown at the table bottom. The

first serves to automatically mark all submissions

that are identical to the target answers provided by

the teacher workbook as correct. The second but-

ton sends a reminder to all student who have not

yet submitted the exercise.

4The page number is included for ease of cross-reference
with the print workbook.

5Teachers can revisit and revise corrections incrementally.
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Figure 2: Student Lobby

Figure 3: Teacher Lobby
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4.2 The Practice Interface for Students

The Practice Interface offers a fully functional

web-based version of an exercise to students. For

the print workbook exercise we saw in Figure 1,

the web-based version is shown in Figure 4.

Figure 4: Student Practice Interface

The type of interactive input elements shown

depends on the exercise type. If the workbook

provides example answers, as often is the case for

the first input field, these are visualized differently

(unless the student changes them). If an exercise

consists of multiple sub-tasks, the student can nav-

igate freely between them. For all exercise types,

the student has the functionality to save interme-

diate results and resume the exercise and all sub-

tasks with any system input the student has pro-

vided for any number of trials. Once a student

submits an exercise, the student is redirected to the

lobby and the exercise is locked until the teacher

has corrected it in the feedback interface.

4.3 The Feedback Interface for Teachers

The Feedback Interface is where the teacher has

the opportunity to give feedback to student in-

put on workbook activities. Starting out from the

teacher lobby discussed in section 4.1, the teacher

can view and select student submissions to partic-

ular activities. Once a student submission has been

selected, the Feedback interface loads, rendering

the student input in the context of the respective

activity, in a view similar to the Practice Interface

shown in Figure 4.

The teacher can then give both formative and

summative feedback. The latter is given for the

whole activity in the form of a star rating (1–5) and

an optional global comment. Formative feedback

can consist of specific annotations of the learner

submission. Given its relevance to the overall goal

of the FeedBook, we here describe it in more de-

tail. In order to add an annotation, the teacher

can select any sub-span of the student production,

which opens the error annotation dialog shown in

Figure 5.

Figure 5: The error annotation dialog

In this dialog, the teacher can specify four dif-

ferent characteristics: (i) the extent (span) of the

error, (ii) the error type describing the nature of

divergence from the norm, (iii) an example of a

correct solution, and (iv) a free-text comment on

this annotation. The error types we use are based

on the categories provided by teachers in a pilot

study. We grouped them into language form and

content errors, as spelled out in Table 1.

Language form errors Content errors

phrasing, agreement, problematic understanding,

determiner, preposition, missing information,

grammar, spelling, wrong information,

pronoun, tense, lack of understanding,

clause structure, extra information,

word choice, missing word, alternate answer

word order, punctuation

Table 1: Error types in FeedBook
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The annotations are saved in the database along

with the student productions. They can be re-

trieved by several system components, in partic-

ular the Result Interface for students discussed in

section 4.4.

4.3.1 Automatic Error Annotation Assistance

To assist teachers in providing feedback and re-

duce their workload, the FeedBook provides three

distinct mechanisms: (i) a visual comparison with

a pre-stored target response, (ii) a feedback mem-

ory storing the history of previously given feed-

back, and (iii) an automatic error annotation ap-

proach for some of the errors in the system. We

discuss each of these features below.

Visual Highlighting of Answer Divergence In

the current version of the system, each student

answer is first string-matched against the pre-

stored target answer; more complex matching ap-

proaches building on the research strands we com-

pare in Ott et al. (2013) will be explored later in the

project. If the match is positive, the student answer

is assumed to be correct and no further processing

needs to take place. This outcome is visualized to

the teacher in the form of a green check mark next

to the student answer.

If the answers differ from each other, a diff-like

algorithm exemplified in Figure 6 is employed to

find and highlight the parts of the student answer

that differ from the target answer. This is done on

two levels: First, for each target answer token, the

nearest student answer token is identified via edit

distance (Damerau, 1964). After this alignment

step, the words thus matched are compared on a

character level, and the differences in the student

answer are highlighted. In order to avoid visualiz-

ing random meaningless similarities, highlighting

is only performed if half the target answer material

was identified in the student answer.

Figure 6: Difference highlighting example

Feedback Memory Depending on the activity

type, many students will provide the same or very

similar solutions to a given prompt. This is espe-

cially the case for more constrained types of ac-

tivities. Ideally, the teacher should only have to

provide feedback to such student answers once,

and the system should remember previously given

feedback to a given prompt and present it to the

teacher at correction time. FeedBook achieves

this by querying its database for feedback to the

same prompts when the Feedback Interface is

loaded, filling in any error annotations found for

learner answers that were already annotated. This

achieves both a reduction of the teacher’s work-

load and a higher consistency in the teacher’s error

annotation.

Auto-correction In case there is no previous

feedback from teachers, FeedBook provides au-

tomatic suggestions to the teacher based on NLP

techniques. Eventually, this functionality will

cover all activity and error types in the system,

paving the way towards providing immediate feed-

back directly to the learner while they work on the

exercise.

As a first step, we have implemented fine-

grained feedback on the word level for grammat-

ical errors in fill-in-the-blank activities. In or-

der to perform error analysis reliably, the tar-

get answers are processed ahead of time in an

NLP pipeline consisting of tokenization, sentence

detection, POS tagging, lemmatization, morpho-

logical analysis, and dependency parsing. We

use the Unstructured Information Management

Architecture (UIMA, Ferrucci and Lally, 2004)

along with the DKPro component repository (de

Castilho and Gurevych, 2014), which provides ac-

cess to many state-of-the-art NLP tools within an

industry-strength processing framework support-

ing multiple layers of annotation. Table 2 lists the

NLP components we use.

NLP task Component Used

Tokenization, NLP Toolkit

Sentence Detection, for JVM Languages

POS tagging (NLP4J6)

Lemmatization Morpha (Minnen et al., 2001)

Morphology SFST with EMOR model

(Schmid, 2005; Karp et al., 1992)

Dependency Parsing MaltParser (Nivre et al., 2007)

Table 2: NLP components used in auto-correction
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The automatically annotated linguistic informa-

tion in the target answers is then manually post-

corrected in order to provide a solid basis of re-

liable linguistic information for error diagnosis.

We use WebAnno (Eckart de Castilho et al., 2016)

for this purpose, which readily supports inspection

and annotation of linguistic information produced

by DKPro components.

When the teacher selects the Feedback Inter-

face, the student answers are processed analo-

gously to the target answers. On the basis of the

annotated target answers, a sequence of rules com-

pares student and target answer on different lin-

guistic levels to determine the nature of the diver-

gence to identify a non-word, a different POS, or

a different inflection. This information on the di-

vergence is then used as evidence for specific error

annotations, such as spelling, wrong word or tense

error. The first rule that applies stops the process,

so once an error type has been identified, no more

sophisticated comparisons are attempted.

In case we cannot diagnose the nature of the er-

ror, a default error category is annotated, which is

visually distinguished in the Feedback interface.

The teacher can post-edit any automatically gener-

ated error annotations and change or remove them.

In such cases of manual intervention, the system

stores the now manually corrected annotations as

instances for the Feedback Memory mechanism.

4.4 The Result Interface for Students

In the Result Interface, students see the selected

activity with their submitted answers. Next to each

student answer, the teacher’s annotations are dis-

played if present. At the bottom, the system shows

the global rating and comments by the teacher. In

this interface, the student sees almost the same as

the teacher in the Feedback Interface, the differ-

ence being that annotations are not editable and

target answers are not shown (unless they were in-

cluded by the teacher in the feedback).

4.5 The Diagnostics Interface

Teachers have access to a Diagnostics Interface,

illustrated in Figure 7. After selecting a specific

activity or an activity type, FeedBook offers three

visualizations: A bar chart shows the quantita-

tive distribution of annotations (errors) over the

error categories introduced in section 4.3. This

makes it possible to identify frequent problems

6https://emorynlp.github.io/nlp4j

Figure 7: Diagnostics Interface

in an exercise at one glance. Teachers can then

use their class time more effectively to target these

problems. For publishers this type of information

would also be valuable for determining whether

the errors made by students correlate with the ped-

agogical goal of the given activity or whether there

are problems in the design of the exercise leading

to unintended errors.

The interface also contains a pie chart showing

the distribution of the submission status for an ex-

ercise, i.e., what percentage of students worked on

the exercise so far, how many exercises were sub-

mitted and await being corrected, and how many

were already corrected. This chart thus serves as a

progress indicator for a given exercise.

Finally, the Diagnostics Interface provides a vi-

sualization of the average global rating that the

teacher gave to the submissions to a given exer-

cise and the number of instances this is based on.

The cases where students perform extremely low

or high are especially interesting because they in-

dicate a mismatch between the students’ abilities

and the activity demands.

4.6 Communication and Administration

For a web-based workbook, some communication

and administration functionality is needed.

News System The FeedBook comes with a mes-

saging service. For each activity submitted to a
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teacher, the student is shown a confirmation mes-

sage in the news feed. When a teacher has cor-

rected an activity, the student receives a clickable

message, which will forward the student to the

Result Interface for this exercise. Furthermore,

teachers can write messages to each of their stu-

dents, students can write to their teacher, and ad-

ministrators can send messages to everyone. In the

message, the name of the sender is shown.

The news feed widget always pops up in the

lobby in case new (unread) messages exist, and

the messages can be deleted by the recipient with

a click on a cross displayed next to the text.

Account Management As the very first step in

working with the FeedBook, teachers need to cre-

ate accounts for their students. Student accounts

can be created in a batch with the option to auto-

generate passwords and to print the individual ac-

count information for distribution to the students

in class. Once accounts exist, teachers have the

possibility to reset their students’ passwords in the

account management interface in case a student

forgets the credentials. Users can also change their

own password. Teacher accounts are created by an

admin user.

4.7 Meeting the Requirements of a Modern

Web Application

Cross-Device Optimization To provide a con-

venient and motivating user experience encourag-

ing users to interact with FeedBook, the system

uses state-of-the-art web technology. A web ap-

plication needs to provide an optimized display for

all devices and platforms ranging from small mo-

bile phones to wide monitors. For this, not only

the size but also the positioning of elements needs

to be adjusted. To build a fully scalable applica-

tion, we use the Bootstrap7 framework and its grid

system for the display layer. We imitate a paper

sheet via a stylized virtual paper as background

that scales to all devices, in contrast to, for exam-

ple, a PDF with a static width. Another challenge

is to make the system work with mouse and key-

board input as well as with touch screens. For in-

stance, in the Feedback Interface, where the teach-

ers needs to select spans of the student answer, an

additional selection slider menu is shown for touch

events to support the same functionality available

using a mouse.

7http://getbootstrap.com

Navigation The FeedBook features a perma-

nently accessible navigation bar attached to the

screen top. Among the functionality universal to

all user groups it supports redirection to the lobby

(“Start”), access to account management, and fur-

ther options for some user groups. Teachers can

navigate to the alternative lobby view (“Abgaben”)

discussed in section 4.1, and the options menu

sports different drop-down menu items depending

on the user group needs. The amount of informa-

tion and the verbosity changes depending on the

screen size, from a fully textual to an iconified

mobile-friendly version for smaller devices.

5 Summary and Outlook

We presented the FeedBook, a web-based adapta-

tion of a print workbook for English in 7th grade

that aims at individually supporting students in

completing both meaning- and form-based exer-

cises. In the current stage, the system relies on the

teacher to provide the feedback, but already con-

siderably reduces the teacher workload through

automatic visual highlighting, a feedback mem-

ory, and NLP-supported automatic error annota-

tion suggestions. Moreover, the design of Feed-

Book as an online platform where students and

teachers directly interact outside of the classroom

enables teachers to flexibly assign activities and

provide feedback.

The first version of FeedBook has been in use

in pilot classrooms since October 2016 and feed-

back from teachers and students has been very

supportive. We have put a premium on integrat-

ing feedback for new features and bug fixes in a

timely fashion to ensure that the system contin-

uously meets the demands of real-life classroom

usage. For demonstration purposes, a separate in-

stance of the system is available on the project

website8.

We are currently working on automating feed-

back for more types of student input as sugges-

tions for the teachers. This will involve more com-

plex NLP, especially for short answer tasks and

content errors. In this context, we are exploring

integration of a state-of-the-art short answer as-

sessment system such as CoMiC (Meurers et al.,

2011a) into the FeedBook.

In the next phase of the project, we will move

the burden of giving feedback from the teacher to

the system and redesign the FeedBook to provide

8http://feedbook.website
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immediate, scaffolding feedback while the learner

is completing the activity. The feedback data gath-

ered from teachers up to this point will clearly be

important for this development, and we will con-

tinue to give teachers the possibility to revise au-

tomatic feedback and provide manual feedback.

In the third year of the project, we plan to con-

duct a randomized controlled field study integrat-

ing measures of the process and product of learn-

ing. We plan to compare the web-based workbook

providing automated feedback with a web-based

workbook transmitting only the teacher-provided

feedback in order to evaluate the impact of imme-

diate, scaffolding feedback on learning outcomes

and motivation.
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Pütz, and Kuan Yu.

References

Luiz Amaral and Detmar Meurers. 2011. On us-
ing intelligent computer-assisted language learning
in real-life foreign language teaching and learning.
ReCALL, 23(1):4–24.

Luiz Amaral, Detmar Meurers, and Ramon Ziai. 2011.
Analyzing learner language: Towards a flexible
NLP architecture for intelligent language tutors.
Computer-Assisted Language Learning, 24(1):1–16.

Fred J. Damerau. 1964. A technique for computer de-
tection and correction of errors. Communications of
the ACM, 7:171–176.

Richard Eckart de Castilho and Iryna Gurevych. 2014.
A broad-coverage collection of portable NLP com-
ponents for building shareable analysis pipelines.
In Proceedings of the Workshop on Open In-
frastructures and Analysis Frameworks for HLT
(OIAF4HLT) at COLING 2014, pages 1–11, Dublin,
Ireland. ACL and Dublin City University.

William DeSmedt. 1995. Herr Kommissar: An ICALL
conversation simulator for intermediate German. In
V. Melissa Holland, Jonathan Kaplan, and Michelle
Sams, editors, Intelligent Language Tutors: Theory

Shaping Technology, pages 153–174. Lawrence Erl-
baum Associates Inc., New Jersey.

Richard Eckart de Castilho, Éva Mújdricza-Maydt,
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Abstract

We describe the creation of an annotation

layer for word-based writing errors for a

corpus of student writings. The texts are

written in Swedish by students between 9

and 19 years old. Our main purpose is

to identify errors regarding spelling, split

compounds and merged words. In addi-

tion, we also identify simple word-based

grammatical errors, including morpholog-

ical errors and extra words. In this paper

we describe the corpus and the annotation

process, including detailed descriptions of

the error types and guidelines. We find that

we can perform this annotation with a sub-

stantial inter-annotator agreement, but that

there are still some remaining issues with

the annotation. We also report results on

two pilot experiments regarding spelling

correction and the consistency of down-

stream NLP tools, to exemplify the useful-

ness of the annotated corpus.

1 Introduction

The use of automatic tools for the detection and

correction of writing errors is not new, and there

are many tools that can accurately correct errors

in standard texts in many languages, including

Swedish. However, most of the existing tools are

not freely available and usually do not provide any

information on the error type. Automatic gram-

matical correction of texts written by language

learners, especially second language learners is

even more problematic with various types of er-

rors.

In order to investigate language learning pro-

cesses, to give students feedback, and to develop

This work is licenced under a Creative Commons At-
tribution 4.0 International Licence. Licence details: http:
//creativecommons.org/licenses/by/4.0/

computer-assisted language learning and teaching

applications (ICALL) by using NLP tools like tag-

gers and parsers for automatic analysis of non-

standard texts, it is important to be able to iden-

tify and classify various types of grammatical er-

rors. Data collection and analysis by creating a

corpus on learner language with annotation on var-

ious linguistic layers from part-of-speech (POS) to

syntactic analysis is a first step. In parallel to cor-

pus creation, tools can be developed for the auto-

matic processing of learner data which can be used

for analysis of new texts.

In this paper we present the development of a

corpus on learner language of Swedish, the Upp-

sala Corpus of Student Writings (Megyesi et al.,

2016) by creating a normalization layer identify-

ing erroneous constructions on top of an already

existing automatic linguistic annotation. In this

work humans annotate word-based errors focus-

ing on spelling, split compounds, merged words,

and simple grammatical errors. The original cor-

pus includes 2,500 student writings from different

age groups and grades, written by students who

study Swedish (L1) or Swedish as a second lan-

guage (L2). The group of students who study

Swedish as a school language consists both of na-

tive Swedish speakers, and non-native speakers

who have a good command of Swedish, and those

essays thus contain texts written both by L1 and

L2 speakers. We describe the creation of the an-

notation layer for normalization for a subset of this

corpus and perform two initial experiments, exem-

plifying how this corpus can be used.

The corpus presented is intended to be useful

for researchers in computational linguistics as well

as for scholars interested in student writings and

assessment of Swedish as L1 and/or L2. From a

computational linguistics perspective, the data will

allow us to develop, train, and evaluate models for

error identification and correction that are particu-

larly geared towards student writings in Swedish,
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possibly also adapting the models to different age

groups, levels, and for students of Swedish as L1

or L2. Being able to correct errors is also im-

portant in order to achieve good performance on

downstream tasks like tagging and parsing. From

a writing development perspective, the normal-

ized corpus can allow analysis of writing skills de-

velopment during school years in Swedish as L1

or L2. The error identification accomplished in

this corpus is also interesting from an assessment

and grading perspective, and can contribute to the

development of advanced computer-assisted lan-

guage learning and teaching applications.

2 Related Work

In research on student writing, correctness of the

text is considered as one of several aspects mea-

suring writing development and text quality. How-

ever, there is not a simple relationship between

correctness and writing development. In second

language writing, for example, it is well known

that correctness and complexity of language are

balancing factors. When focusing on correctness

the student may write a less complex text, and a

text with a more complex language — showing a

higher level of linguistic development — may con-

tain more errors, see e.g. Axelsson and Magnus-

son (2012) or Abrahamsson and Bergman (2014)).

Learner corpora allowing research studies on

language learning have been available for several

languages, e.g for English (Hawkins and Buttery,

2010), Norwegian (Tenfjord et al., 2004), Ital-

ian, German and Czech (Hana et al., 2004) and

(Abel et al., 2014), as well as for Swedish, such

as ASU (Hammarberg, 2005), CrossCheck (Lind-

berg and Eriksson, 2004), Swedish EALA (Sax-

ena and Borin, 2002), and SweLL (Volodina et al.,

2016). While there are hundreds of learner cor-

pora today for various languages, only a few of

them are annotated with error types along with lin-

guistic analysis. ASK – the Norwegian Second

Language Corpus (Tenfjord et al., 2004) is one

important Scandinavian source including 10 dif-

ferent native languages, annotated for errors and

partly parsed. Nicholls (2003) describes the error

coding and performs an analysis of the annotation

of the Cambridge Learner Corpus, consisting of

texts written in English by learners. She describes

a scheme for inline annotations of a comprehen-

sive set of errors. Like us, they aim to preserve

both the original text and to have a corrected ver-

sion. A part of this corpus has been manually

annotated with POS-tags and dependency struc-

tures, and was recently released as the Treebank

of Learner English (Berzak et al., 2016).

In the spell checking and grammar checking lit-

erature, e.g. Brill and Moore (2000) or Carlberger

et al. (2005), corpora with annotated errors are of-

ten used for evaluation. However, little is usually

written about these annotations.

3 Corpus Data

3.1 The Uppsala Corpus of Student Writings

Megyesi et al. (2016) presented the Uppsala Cor-

pus of Student Writings (UCSW), which consists

of essays written as part of Swedish national tests

for schools in the subjects Swedish and Swedish

as a second language. The corpus contains essays

written by students in different grades, ranging

from year three in primary school (at age nine) to

year three in upper secondary school (at age nine-

teen). The tests have been collected since 1996.

The texts are digitized versions either of hand-

written essays, or of printed essays that have been

scanned. The full corpus consists of 2,500 essays

containing more than 1.5 million tokens today but

the corpus is intended to be a monitor corpus, ex-

tended with new, analyzed tests.

The texts in UCSW are annotated automati-

cally in a pipeline using SweGram (Näsman et

al., 2017), an online tool for automatic analysis

of Swedish texts. The tool includes tokenization,

normalization to correct spelling errors and split

compounds, part-of-speech tagging, and depen-

dency parsing. First tokenization is performed to

separate sentences and tokens, using the Svanno-

tate tool (Nivre et al., 2008). Then spelling er-

rors are corrected by using a simple unweighted

Levenshtein distance, with threshold 1 on all un-

known words (Pettersson et al., 2013). Split com-

pounds are addressed by using a set of a few rules

(Öhrman, 1998). Part-of-speech tagging and mor-

phological analysis are carried out using efselab

(Östling, 2016) and dependency parsing is per-

formed using MaltParser (Nivre et al., 2006). The

analysis tools achieve state-of-the-art accuracy on

standard texts with the exception of the normal-

izer. The corrections of spelling errors and split

compounds are very noisy and far from human

quality, thus necessitating work on these issues.

USCW uses an extension of the CoNLL-U for-

mat, a format which is used in the universal
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Training Test
Level Age Essays (Sw) Essays (SwSL) Tokens Essays (Sw) Essays (SwSL) Tokens
C-3 9 50 50 13,624 36 19 4,831
C-5 11 – – – 29 12 6,962
C-6 12 50 49 37,718 17 7 8,554
C-9 15 49 52 54,970 30 10 17,143
US-1 16 0 50 25,087 15 4 7,719
US-3 18 – – – 12 4 13,493
Total 149 201 131,399 139 56 58,702

Table 1: Distribution of texts by year and Sw/SwSL.

dependency project to represent part-of-speech,

morphological information and dependency rela-

tions across languages (Nivre et al., 2016). The

CoNLL-U format shows one token per line, with

sentences separated by a blank line. For each to-

ken, it contains text and word IDs, the token, its

lemma, part-of-speech tags, and dependency la-

bel plus head. For USCW, the CoNLL-U format

is extended to also handle misspellings, for which

an extra column is inserted, containing the correct

spelling of the original tokens.

3.2 Data Used for Error Annotation

In this work we provide an added layer of hu-

man annotation on top of UCSW. In this layer we

correct errors due to spelling, split compounds,

merged words, and simple grammatical errors.

For this layer we sampled texts from the full

UCSW corpus. We divide the data into two parts,

one larger part that we intend to use as training

data for NLP tools and for analysis of errors, and

a smaller part intended to be used as test data.

For the training data we aimed for texts that could

be expected to have many errors, in particular

texts from younger students, and texts written for

Swedish as a second language. The main purpose

for this decision was that we wanted to have a high

number of errors in the data set in order to be able

to train models for error correction. For the test

data we aimed at a wider and more representative

selection containing student texts that have been

used as benchmarks in the national tests, illustrat-

ing different levels of achievement. Table 1 de-

scribes the data in the training and test sets. C

refers to compulsory school, which comprises pri-

mary and lower secondary school. US refers to up-

per secondary school, which is not compulsory but

attended by a large majority of Swedish youths.

4 Annotation

In this section we describe the error categories that

were used in the manual annotation, the annotation

process, and the guidelines used. We also present

inter-annotator agreement for the annotators and

give a summary of the identified errors.

4.1 Error Categories

The main goal of this annotation project was to

find errors due to spelling, split compounds, and

merged words. When we started the work we real-

ized that it was easy to annotate simple grammati-

cal errors at the same time. As a starting point, we

decided to identify grammatical errors that only

affected single words. This mainly included mor-

phological errors and extra words.

Spelling is together with compounds the most

important error type in this project. It is an er-

ror where a word is spelled incorrectly. The an-

notation does not consider the difference between

spelling errors due to typing errors/slip of the

pen, and errors due to lack of spelling compe-

tence. We include both words that are misspelled

into a non-word, like kännislor/känslor (’feel-

ings’), and words that are misspelled in context,

but happens to form another existing word, like

ända/enda (’end/only’). To judge if a word is cor-

rectly spelled we use SAOL, Svenska Akademiens

ordlista (2006; 2015). If a spelling is accepted

by SAOL, we accept it as well. This include

words with alternative spellings idag/i dag (’to-

day) and words with accepted informal variants

sån/sådan (’such’) and dej/dig (’you’ Accusative).

We thus allow informal spelling versions of words,

as long as they are included in the SAOL dictio-

nary, and do not enforce a particular stylistic reg-

ister on the spelling norms we use. Words that are

misspellings of informal spelling variants are cor-

rected to the informal version, i.e. non is changed

to nån, not to the more formal någon (’someone’).

For foreign words that are part of the Swedish text,

for instance movie titles or sport terms, we cor-

rect any wrong spellings into the correct foreign

spelling, if it is known to the annotators, and mark

them as foreign words. An example is the English
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back flipp→back flip.

We also include as spelling errors cases where

a word has the wrong casing, for instance for

proper names: carolina→Carolina, or at the be-

ginning of sentences, and errors with punctuation

within words as in abbreviations: tex→t.ex. (e.g.)

or hyphenated compounds: sand-låda→sandlåda

(’sand box’). For the purpose of analysis we di-

vide the spelling errors into two groups, casing er-

rors, which only concern upper/lower case of let-

ters, and all other spelling errors.

Split compounds are cases where words that

should have been written as a closed compound

has instead been written as two words: jätte

bra→jättebra (’very good’). For words that

belong to a compound but that are also mis-

spelled or have the wrong form, we correct the

spelling of each part as well. In this category

we also include words that are not strictly com-

pounds, but that needs to be merged to become

correct words, like för svar→försvar (’defense’)

and kämpa de→kämpade (’struggled’) or hyphen-

ated cases like schim- pans→schimpans (’chim-

panzee’).

Merged words are in some sense an opposite to

split compounds, involving cases where two words

that are supposed to be written as individual words

have instead been written as one word. Examples

are tillexempel→till exempel (’for instance’) and

iår→i år (’this year’).

Simple grammatical errors are in this work a

grouping of some different errors that concerns in-

dividual words. We view this part of the anno-

tation as work in progress, and do not have sub-

categories for these errors in the annotation; we

only mark them as belonging to the group of sim-

ple grammatical errors. We restrict ourselves to

one-word errors to start with. The most com-

mon type of grammatical errors are morpholog-

ical errors, such as agreement errors det är vik-

tig→det är viktigt (’it is important’) and wrong

form of words en lite by→en liten by (’a small vil-

lage’). When two words have been confused, we

annotate a switch of words: bryr som om→bryr

sig om (’cares about’). Words that have been

prolonged or otherwise marked for some kind of

effect are changed into their canonical version:

såååååå→så (’so’). While it can be debated if

these cases are real errors, they are problematic

for automatic tools like taggers and parsers, and

thus we annotate them. Finally, we annotate extra

words in the text, by removing them. This could

both be due to erroneous repetition: det var igår

han han klev→det var igår han klev (’it was yes-

terday he stepped’) or be wrong for grammatical

reasons: är en dålig på att simma→är dålig på att

simma (’is bad at swimming’). This category of

errors is quite diverse, and we view this annota-

tion as preliminary. We believe there will be the

need of further sub-classification at a later stage of

the annotation project, which we intend to base on

already existing error annotation schemes.

There are cases where an error has more than

one type. In Figure 1, the last word has both a

spelling error and a morphological error, and the

split compound has a misspelling of one of its

components. While all types of errors are cor-

rected in these cases, for brevity and clarity of the

analysis in this paper, we will mainly count each

error as one type, given preference to split com-

pounds, merged words, and simple grammatical

errors in that order.

4.2 Guidelines and Problematic Cases

To aid annotation, guidelines were put together,

detailing the error categories described above, and

how to annotate them. The guidelines also con-

tained numerous examples of annotations, and dis-

cussion of some borderline cases. In this section

we will give some examples of problematic cases

and how we choose to annotate them, in order to

give some insight into this process.

The borderline between a morphological er-

ror and a spelling error is not always completely

clear. As an example we have verb forms like

hon to→hon tog (’she took’), where the verb has

a form to, which does not coincide with another

verb form, but rather is the informal spoken pro-

nunciation of the past verb form tog. For cases

like this we use the strategy to annotate this as a

spelling error if the student’s spelling does not co-

incide with another verb form, and it is not clearly

a misspelled erroneous verb form. A related case

is the spelling of regular past verb forms, in the

informal spoken form, which coincides with in-

finitive: Jag svara→Jag svarade (’I answered’).

In this case, we annotate it as a simple grammat-

ical error, since the verb form is wrong, not the

spelling.

We are annotating cases where wrong words are

used. However, it is often quite hard to tell which

word is wrong, and what it should be exchanged
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P-ID S-ID word Auto-correct Manual correct Comment Gloss

5.5 13 är är är is
5.5 14 bläck bläck bläck ink
5.5 15 fäj väj väj color
5.5 16 . . .

5.6 1 När När När When
5.6 2 Bläckfisken Bläckfisken bläckfisken octopus
5.6 3 Mar Mar Mar feels
5.6 4 dolig dålig dålig bad

5.5 13 är är är is
5.5 14-15 bläckfärg ink color
5.5 14 bläck ink
5.5 15 fäj färg color
5.5 16 . . .

5.6 1 När När När When
5.6 2 Bläckfisken Bläckfisken bläckfisken octopus
5.6 3 Mar Mar mår feels
5.6 4 dolig dålig dåligt x bad

Figure 1: Sample of the format used for annotation: . . . är bläck fäj. När Bläckfisken Mar dolig . . . (’. . . is

ink color. When the octopus feels bad . . . ’). Top: before annotation, bottom: after annotation.

with, if there are other errors or strange formu-

lations nearby. In Example (1), it is quite clear

that the preposition av is wrong, and that it should

be exchanged to genom. In Example (2), how-

ever, the preposition upp seems wrong, but it is

not clear what it should be changed to, rather the

whole phrase needs to be rephrased. In such ex-

amples we do not annotate anything, since that is

beyond the scope of the current project.

(1) så
so

försvarar
defends

dom
them

sig
themselves

av
of

(genom)
(by)

att
to

svälja
swallow

vatten
water

’so they defend themselves by swallowing

water’

(2) När
When

den
it

sener (känner)
feels

sig
itself

hotad
threatened

så
so

sveljer (sväljer)
swollows

upp
up

(?)
(?)

vatten
water

’When it feels threatened it swollows up

[sic] water’

Another issue is morphological errors that re-

quire some kind of long-distance information to

be resolved. We decided that these should be an-

notated as well, if they are clear from the context,

even if far away. An example is shown in (3).

However, when we change these types of errors

it could lead to other errors, that were originally

correct in the context, as shown in (4), where a

correction of the co-referring pronoun from plural

to singular, means that the adjective skrämda will

have the incorrect form, whereas it was correct in

the original text. In such cases we correct the ad-

jective as well, but mark it as a grammatical error

that is a consequence of the other corrections.

(3) När
When

bläckfisken
octopus.DEF

blir
becomes

rädd
scared

så
so

sprutar
sprays

dom
them

(den)
(it)

bläck.
ink.

’When the octopus becomes scared, it

sprays ink.’

(4) Bläckfisken
Octopus.DEF

är
is

blå
blue

och
and

de
they

(den)
(it)

blir
become

ofta
often

skrämda
scared.WEAK

(skrämd)
(scared.STRONG)

’The octopus is blue and it often becomes

scared’

4.3 Annotation process

The annotation was performed by four annotators,

all native speakers of Swedish. Two of the annota-

tors are computational linguists, one is a research

assistant in Swedish and one is a student on the

teacher training program, specializing in Swedish.

The annotation was performed in two stages.

First we had a pilot stage with two phases, then

we started the final annotation of the data, which

is the version described in this paper. In the first

pilot phase two of the annotators started work on

the annotation, largely without guidelines. Spe-

cific issues were discussed between the annotators

and the authors of the paper. At this stage spe-

cific guidelines were created, as described above.

One of the original annotators left the project, and

two new annotators were brought into the project.
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P-ID S-ID word Auto-correct Manual correct Comment Gloss

2.1 8 ihela hela hela in+whole
2.1 9 kroppen kroppen kroppen body
2.1 10 . . .
2.1 8.1 i in
2.1 8.2 hela whole
2.1 8 ihela in+whole
2.1 9 kroppen kroppen kroppen body
2.1 10 . . .

Figure 2: Sample of the format used for annotation: . . . ihela kroppen. (’. . . in the whole body.’). Top:

before annotation, bottom: after annotation.

After a second small pilot phase, where the now

three annotators discussed some issues and prob-

lematic examples, the main annotation work could

start with finalized guidelines. At this stage the re-

maining original annotator re-annotated the texts

from the pilot stage, according to the new guide-

lines, in addition to all annotators annotating new

texts from scratch. Each text is annotated by one

annotator, except for the essays used for investi-

gating inter-annotator agreement.

The annotators are given texts in a tab-separated

format with one word per line, and a newline to

indicate a new sentence. For each word there is a

paragraph, sentence, and word number, and then

the word as written by the student, and automat-

ically corrected by the SweGram tools (Megyesi

et al., 2016). The automatic annotation is also

copied to a new column, where the human anno-

tators modify it to add their correct annotation. In

addition we insert an empty column where com-

ments can be added, mainly used for marking the

simple grammatical error category with an x, to

tell them apart from spelling errors. The automatic

corrections were given as an aid for the annotators,

but they were very noisy. An example of the anno-

tation format is shown in Figure 1, the top part be-

fore annotation, the bottom part after annotation.

As can be seen, all the automatic corrections are

wrong in this excerpt. Spelling errors and gram-

matical errors are changed in the fifth column, and

grammatical errors are also marked. Split com-

pounds are treated by inserting a new line giving

the line numbers of the sub parts, and the full com-

pound. In case of misspellings within the com-

pound, these are also added as corrections to the

individual parts, as for fäj→färg (’color’). A simi-

lar procedure is used for merged words, where new

lines are inserted for the sub words in the merged

word. An example is shown in Figure 2. The an-

notators used either Microsoft Excel or a text edi-

tor to do the annotation work.

All −correct
Agree Kappa Agree Kappa

A1/A2 .97 .96 .72 .65
A1/A3 .97 .96 .70 .62
A2/A3 .97 .97 .72 .66

Table 2: Inter-annotator agreement and kappa for

the 6-way classification between error types or

correct, including and excluding the cases where

both annotators judged a word as correct.

Our annotation thus contains both the origi-

nal text as written by the student, with potential

spelling errors, split compounds etc, and the cor-

rected version of that text, with respect to our error

categories. After the human annotation, we per-

formed automatic POS-tagging and dependency

parsing of the two versions of the text, both with

the original tokens, and with the corrected tokens.

4.4 Inter-Annotator Agreement

In this section we present results on inter-

annotator agreement between the three annotators

that took part in the final annotation process. In or-

der to do this analysis, a sample of 2–3 texts each

from level C-3, C-5, C-6, C-9 and US-1 were cho-

sen, with a mix of Swedish and Swedish as a sec-

ond language. In total there were 11 texts with

2923 tokens. The three annotators annotated this

text independently with access to the guidelines.

First we calculated agreement and kappa (Car-

letta, 1996) for each pair of annotators in the final

phase, for the 6-way classification of each word

into one of the error categories, or correct. Table 2

shows the results of this analysis. Since the major-

ity of words are correct, the scores are very high in

all cases, but even if we exclude the cases where

both annotators agreed on that a word is correct,

the agreement scores are reasonably high, with a

kappa value over 0.6, which is considered sub-

stantial agreement (Landis and Koch, 1977). In

most cases the disagreement is between an error
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Co Spe Gr Spl Me Ca
Correct (Co) 2,138 23 2
Spelling (Spe) 2 73 3
Grammar (Gr) 15 4 65
Split (Spl) 3 13
Merged (Me) 1 7
Casing (Ca) 17 23

Table 3: Confusion matrix for annotations by an-

notators A1 and A2, empty cells means no such

confusions.

marked by one annotator vs no error marked by

another. To exemplify this, Table 3 gives the con-

fusion matrix for annotator 1 and 2. The picture

is similar for the other pairs of annotators. We see

that the biggest source of confusion is where one

of the annotators have considered a word as a sim-

ple grammatical error, whereas the other annotator

has considered it correct. We can also see that an-

notator 1 has identified errors related to casing to a

much larger extent than annotator 2. For the other

categories the number of confusions is relatively

small. For the cases where both annotators have

marked a word as being either a grammatical or

spelling error, the agreement of the correction is

over 93% in all cases.

Overall we find the agreement satisfactory, and

believe that the guidelines together with the initial

discussions among the annotators were sufficient

for this project.

4.5 Error Statistics

Table 4 shows the number of each error type in

the training and test data. The lower part of the

table shows how many spelling and grammar er-

rors there are for components of split compounds

and merged words, e.g, the split compound jete

smart/jättesmart (’very clever’) contains a spelling

error of the first component. When doing this anal-

ysis we realized that our current annotations do not

identify cases where a word has both a spelling

and grammatical error, as for the word dolig/dåligt

(’bad’) in Figure 1.

Overall we see that spelling errors are the most

common errors in both data sets. Grammar er-

rors are nearly as common in the training set, but

far less common in the test set, which could be

at least parly expected, since we have more texts

from young children and Swedish as a second lan-

guage in the training data than in the test data.

Overall we find the number of errors in both data

sets sufficient for doing further research.

Training Test
Total 7,189 2,074
Spelling 2,826 1,205
Grammar 2,465 336
Split 548 218
Merged 192 73
Casing 1,158 242
Split+spelling 123 35
Split+grammar 29 1
Merged+spelling 46 24
Merged+grammar 9 2

Table 4: Different error types in the annotated

data.

5 Pilot Experiments

In this section we will describe two pilot experi-

ments that shows the usefulness of the human er-

ror annotation layer of UCSW. In the first experi-

ment we show how the training data can be used

for training a simple spell checker targeting stu-

dent texts. In the second experiment we show how

much the errors in the corpus affects automatic

NLP tools, exemplified by a tagger and parser.

5.1 Spelling Correction

We can take advantage of the human annotations

of student texts, in order to train tools for solv-

ing challenges like spelling correction. In this sec-

tion we describe experiments on spell checking us-

ing a relatively simple approach. First we investi-

gate how our training data impacts performance of

spell checking, then we compare the performance

for different student groups.

One of the most widely explored algorithms for

spelling correction is to measure the edit distance

between an unknown word and words present in a

dictionary. In our spelling correction experiments,

we use a simple weighted Levenshtein edit dis-

tance approach aiming to correct misspellings in

the input text. The Levenshtein distance gives an

indication of the similarity between two strings,

by computing the minimum number of characters

that need to be inserted, deleted or substituted in

order to transform one string into the other string

(Levenshtein, 1966). Our approach is based on

the method originally presented by Pettersson et

al. (2013) for the similar task of spelling normal-

ization of historical text, and is illustrated in Fig-

ure 3. By using a weighted Levenshtein distance,

we can take advantage of the training data in the

human annotation layer of UCSW.

Before any normalization attempts are carried

out, the program checks the length and charac-
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Figure 3: Flowchart for the spelling normalization procedure

teristics of the word. If the word contains only

one letter, or contains digits, the word is left un-

changed. Likewise, to avoid normalization of

proper nouns, words with an initial uppercase let-

ter are also left unchanged, unless they occur in

sentence-initial position. One example from the

test data is the string Texten om Kissie, skriven

av Malin Ekman i Expressen 10/6 2010 (’The

text about Kissie, written by Malin Ekman in [the

newspaper] Expressen 10/6 2010’). In this string,

the proper nouns Kissie, Malin, Ekman and Ex-

pressen will be left unchanged due to their initial

uppercase letters. However, the word form Texten

(’The text’) would be considered for normaliza-

tion despite the uppercase first letter, since it is in

sentence-initial position. The word form i (’in’)

will not be normalized due to its short length, and

the date 10/6 2010 will not be normalized either,

since it consists of digits.

For all word forms that do not meet these re-

quirements, the first task is to find appropriate can-

didates for normalization. This is done by compar-

ing each word form towards two lexical resources:

1. The training part of the UCSW corpus,

with mappings of the students’ original word

forms to their manually corrected spellings.

2. The SALDO dictionary (version 2.0), a lexi-

cal resource developed for present-day writ-

ten Swedish, containing approximately 1,1

million word forms (Borin et al., 2008).

If the word form is present in the SALDO dictio-

nary, or if it occurs without having been changed

in the manually normalized training part of the

UCSW corpus, the word form is considered to

have a correct spelling and is thus left unchanged

during normalization. Else, if the word form is

present in the training corpus with a normalized

spelling that is different from the original spelling,

this previously normalized spelling is chosen as

normalization candidate. For example, the word

form henes is not present in the dictionary. It

has, however, been normalized into hennes (cor-

rect spelling of the pronoun ’her’) in the training

data. Thus, hennes will be chosen as normaliza-

tion candidate for the word form henes.

If the word form is found neither in the training

corpus nor in the dictionary, edit distance calcula-

tions are performed, comparing the word form to

all word forms present in the dictionary. If there

are dictionary entries with a Levenshtein distance

of maximally one from the original word form,

these entries are chosen as normalization candi-

dates. The reason for choosing one as the max-

imum edit distance allowed, is that previous cor-

pus studies have shown that misspellings usually

do not differ from the intended word form with

more than one edit (Kukich, 1992).

To further adapt the spelling correction pro-

cess to the task of normalizing student writings,

weights lower than one are included for frequently

observed edits in the training data. This method

has previously proven successful for example by

Brill and Moore (2000) for spelling correction,

and by Pettersson et al. (2013) for spelling nor-

malization of historical text. We adopt the same

approach as Pettersson et al. (2013). Thus, we split

the training corpus into 90% training and 10% tun-

ing, where the training part of the corpus is used

for extracting edits to consider, by automatically

comparing the historical word forms to their mod-

ern spelling, using traditional Levenshtein edit dis-

tance comparisons. The edits extracted from the
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training corpus are then weighted based on their

relative frequency in the tuning corpus.

One example from the corpus of student writ-

ings is the replacement of o by å, which is given

the weight 0.87, meaning that it is more likely that

the system will choose to replace o by the phono-

logically similar å, than to replace it by for ex-

ample p. Weights for sequences of two characters

on the source and/or target side are also included,

mainly resulting in weights for transforming dou-

ble consonants (such as mm) into a single occur-

rence of the same consonant (m), or the other way

around.

Once the normalization candidates have been

generated, a final normalization is to be chosen.

This is done based on corpus statistics, in this case

based on the Stockholm Umeå Corpus (SUC, ver-

sion 2.0) of text representative of the Swedish lan-

guage in the 1990s (Ejerhed and Källgren, 1997),

containing approximately 1,2 million words. If

several normalization candidates share the same

minimum edit distance to the original word form,

the word form with the highest frequency in the

corpus is chosen. If several candidates are equally

frequent in the corpus, or if none of the candidates

occur in the corpus, the final normalization candi-

date is randomly chosen.

The above described method presupposes ac-

cess to training data in the form of manually nor-

malized student writings. If no such training data

is available, spelling correction using Levenshtein

calculations is still possible. In this case, the only

lexical resource available during the generation of

normalization candidates is a Swedish dictionary.

Furthermore, traditional, unweighted Levenshtein

calculations are then performed, where each edit

has the cost of 1.

We present results both for the case where no

training data is available (basic), and for the re-

fined, weighted model (refined). We report re-

sults in terms of precision, recall and normal-

ization accuracy, when running the Levenshtein-

based spelling correction approach on the evalua-

tion part of the UCSW corpus. In this evaluation

setting, precision and recall are calculated for the

identification of misspellings, that is the instances

where the algorithm has correctly identified that

some kind of normalization should be performed.

Normalization accuracy on the other hand refers

to the correction of misspellings, and is calculated

as the percentage of correct normalizations for the

Precision Recall Accuracy
basic 84.9 57.6 70.9
refined 80.9 63.5 78.2

Table 5: Spelling correction results.

true positives.

5.1.1 Results on All Data

Table 5 shows the results for the spell check-

ing. The refined method, not surprisingly, yields

a higher recall, meaning that there are fewer in-

stances of misspellings that have been left un-

changed. Furthermore, normalization accuracy

also increases when weights are included in the

process, meaning that a larger proportion of the

misspellings get an adequate correction by the

refined approach. However, precision drops to

some extent for the refined method. A closer look

at the false positives that are unique for the re-

fined method as compared to the basic method

shows that this is almost exclusively due to real

word errors in the training data. For example, the

training data contains the correction of the mis-

spelling knakade into the correctly spelled knack-

ade (’knocked’). This means that for the re-

fined method, having access to mappings of mis-

spellings to their corrected forms, whenever the

word form knakade occurs, it will be automati-

cally changed into knackade. The problem is that

knakade could also be a perfectly correct Swedish

word meaning ’creaked’, which results in a poten-

tial real word error.

Analyzing the refined correction approach fur-

ther, the results table shows that about 64% of the

misspellings are identified and normalized by the

system. Among the false negatives, real word er-

rors such as varan (’the product’) vs varann (’each

other’) and sätt (’manner’) vs sett (’seen’) are very

common. To deal with these, one would need

to include context- or grammar-aware spelling

correction techniques. Another common reason

for false negatives to appear is that the original

word form has an edit distance larger than one to

the intended word form, such as balletdansöz vs

balettdansös (’ballet-dancer’) and piamas vs pyja-

mas (’pyjamas’). One way to handle these would

be to experiment on different thresholds for the

maximum edit distance allowed, possibly normal-

izing the threshold by word length.

Regarding the false positives, that is, the cor-

rectly spelled word forms that have been normal-

Proceedings of the Joint 6th Workshop on NLP for Computer Assisted Language Learning and 2nd Workshop on NLP for Research on

Language Acquisition at NoDaLiDa 2017

55



ized by the system even though they shouldn’t

have been, about a fourth of these (47 out of 181 in

total) are proper nouns in sentence-initial position.

Thus, more sophisticated named entity recognition

would be very useful. There are also some in-

consistencies in the manual normalization of the

training and test corpora, which affects the num-

ber of false positives. For example, in the train-

ing part of the corpus, the word form sej (informal

spelling of ’oneself’) has been manually corrected

into the more formal spelling sig of the same word

form, which is in conflict with our guidelines. This

means that system will always choose sig as nor-

malization for the word form sej. However, in the

evaluation part of the corpus, the informal spelling

has been left unchanged in the manual normaliza-

tion process. The same goes for the ampersand

sign (&) and the abbreviated form o, which have

been mapped to the word form och (’and’) in the

training part of the corpus, but have been kept un-

changed in the evaluation part of the corpus. An-

other aspect leading to an increase in the number

of false positives is the occurrence of English text

within the otherwise Swedish text, which is not

recognized by the system.

If these instances are ignored, about two thirds

of the false positives remain as words incorrectly

defined as misspellings by the system (120 in-

stances out of 181), mainly due to a lack of cover-

age in the dictionary for example for compounds

such as snöhäst (’snow horse’) and elefantben

(’elephant bones’).

5.1.2 Results for Different Groups

The UCSW corpus contains texts written by dif-

ferent kinds of writers; younger and older students

(from the age of 9 up to the age of 19), and writ-

ers studying Swedish or Swedish as a second lan-

guage as school subjects. To be able to study fur-

ther the kinds of errors made by the different types

of writers, the training and evaluation corpora have

been divided into four subcorpora:

1. Writers of all ages, studying Swedish as a

school subject

2. Writers of all ages, studying Swedish as a

second language

3. Younger students: from the age of 9 to the

age of 12

4. Older students: from the age of 15 to the age

of 19

Prec Recall Acc
Swedish

in-domain data 82.1 62.0 75.4
all data 77.9 64.2 80.7

Swedish as a second language
in-domain data 86.2 61.9 72.0
all data 86.3 62.6 73.3

Younger students
in-domain data 91.0 64.9 76.0
all data 87.4 65.2 76.9

Older students
in-domain data 72.8 59.5 82.8
all data 70.0 60.2 84.6

All texts 80.9 63.5 78.2

Table 6: Spelling correction results for subparts of

the evaluation corpus. Prec = Precision. Acc =

Normalization Accuracy.

Table 6 shows the spelling normalization results

for the different types of writers in the corpus,

where experiments have been performed for train-

ing on the training corpus as a whole (referred to as

’all data’ in the table) and for training on the spe-

cific subcorpus only, for example only second lan-

guage training data for second language test texts

(referred to as ’in-domain data’ in the table).

As seen from the results, using only in-domain

training data generally leads to a higher precision,

due to a lower quantity of correctly spelled word

forms being erroneously normalized (false posi-

tives). This is, however, at the cost of slightly

lower recall and normalization accuracy, since the

system then has access to less examples of cor-

rectly spelled word forms to choose from, both in

the mapping of original word forms to correctly

spelled word forms, and when generating normal-

ization candidates.

It could also be noted that the system has both

the highest precision and the highest recall for de-

tecting errors in texts written by young children

(age 9 to 12). Studying the misspellings in this

group closer, one could see that the younger chil-

dren often make errors that do not result in real

word errors, and are thus recognized by the sys-

tem as misspellings, such as:

• writing one consonant instead of the intended

duplicated consonant, as in fladdermös in-

stead of fladdermöss (’bat’) and överaskning

instead of överraskning (’surprise’)

• writing duplicate consonants instead of the

intended single one, as in tännka instead of

tänka (’to think’) and hellikopter instead of

helikopter (’helicopter’)
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• confusing phonetically similar spellings, as

in betång instead of betong (’concrete’) and

scoter instead of skoter (’scooter’)

• writing words the way they think they sound,

as in skriskor instead of skridskor (’skates’)

and sovenirer instead of souvenirer (’sou-

venirs’)

The young students also tend to use frequently oc-

curring, common words that are often found in the

dictionary when spelled correctly, resulting in rel-

atively few instances of false positives.

The older students on the other hand (age 15 to

19 typically use less frequent and more complex

word forms, that are often not found in the dictio-

nary, such as:

• compounds, such as regeringskritik (’crit-

icism against the government’) and stillös

(’lacking style’)

• words that have (rather) recently entered the

language, such as chattar (’chat groups’) and

surfplatta (’tablet device’)

• slang, such as ocoolt (’not cool’)

• abbreviated word forms, such as o instead of

och (’and’) and iaf instead of i alla fall (’in

any case’)

Interestingly though, for the word forms that have

correctly been identified as misspellings, the sys-

tem is better at correcting (i.e., has a higher nor-

malization accuracy for) the texts written by older

students. One reason for this is that since the

older students often write less frequent and longer

words, there are typically only one word in the dic-

tionary with an edit distance of one to the original

word form. For texts written by younger students

on the other hand, shorter words are often used,

where there are several entries to choose from as

normalization candidates in the dictionary. To im-

prove accuracy for these cases, it could be helpful

to add knowledge about phonetics to the normal-

ization algorithm (Toutanova and Moore, 2002),

so that the system becomes aware that it is more

likely that for example cyckeln should be normal-

ized into cykeln (’the bike’), rather than nyckeln

(’the key’), even if the two candidates both are

within one edit distance from the original word

form. Another reason that the texts written by the

younger students are harder to correct is that the

younger students, more often than the older stu-

dents, make several mistakes for the same word

form, for example when writing jik instead of gick

(’walked’). Here, j should be replaced by g and k

by ck. Since the generated weights for frequently

observed edits are not as low as 0.5, misspellings

requiring more than one edit to be corrected into

the intended word form are out of the scope for

the current setting.

The second language learners seem to make

similar mistakes as the younger children, such

as confusing phonetically similar spellings (such

as slengde instead of slängde (’threw away’))

and writing single consonants instead of dupli-

cate ones or the other way around (such as hot-

telet instead of hotellet (’the hotel’)). One differ-

ence is, however, that the second language learners

in this corpus tend to make more mistakes related

to inflection, such as writing tågar instead of tåg

(’trains’), where the -ar ending is a more common

pattern for plural inflection than the null inflection

that is correct for this particular noun. This should

have been annotated as a grammar error, however.

5.2 Quality of Tagging and Parsing

In this section we describe a small experiment

where we compare the part-of-speech tags and de-

pendencies automatically assigned to each word

before and after the manual annotation. For this

experiment we use the training corpus. We used

the SweGram pipeline (Näsman et al., 2017), per-

forming tagging using efselab (Östling, 2016) and

dependency parsing using MaltParser (Nivre et al.,

2006). The tag sets used are the universal depen-

dency sets both for POS and dependencies (Nivre

et al., 2016). The purpose is to investigate the in-

fluence of error correction on tagging and parsing

quality. Note that we do not have a gold standard

for tagging and parsing, we only note how the tags

change between the two conditions, not if they are

correct in either case. We suspect that the tags are

more correct after human error annotation, how-

ever, and this is supported by a small manual in-

spection.

First we perform an analysis separately for each

error type and correct words to see how many, and

how many percent of the tokens in each category

that are affected. For split compounds and merged

words we compare the tag for the full word with

the tag for the final word when split, which is the

head word of a compound. While this is somewhat
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POS Labels Heads
Correct 447 (.4) 2,989 (2) 9,551 (8)
Spelling 942 (34) 994 (36) 887 (32)
Grammar 434 (16) 726 (26) 749 (27)
Split 109 (20) 247 (45) 316 (58)
Merged 108 (57) 144 (75) 139 (73)
Casing 96 (9) 138 (12) 209 (19)

Table 7: Number (percent) of confused POS-tags

dependency labels and dependency heads for dif-

ferent error types and correct words in the training

data.

of a simplification, it can still give some idea of the

influence on tagging and parsing. Table 7 shows

the results. There are overall many confusions for

both tools, indicating that errors indeed do cause

problems for these tools. We can see that in all

cases parsing is more influenced than tagging, al-

ways for predicting the correct label and mostly

for predicting the head of each word. This can in

part be caused by the size of the tag sets, since

there are 17 universal POS-tags and 37 universal

dependency labels. For spelling errors the differ-

ence between the number of tagging and parsing

errors is quite small, whereas it is large for all

other types. While the erroneous words are af-

fected more than the correct words, also correct

words are affected by error correction, especially

for parsing. Split compounds and merged words

have a very high number of confusions, which can

partly be explained by our simplifying assumption

of heads, but it also seems that these error types

are difficult to handle for automatic tools.

Table 8 shows the most common confusions,

across all error types and correct words, for POS-

tags and dependency labels. The most common

cases are confusions between nouns and verbs,

and between subjects and objects. These are dis-

tinctions that are vital for a correct interpretation

of a sentence, which again stresses the importance

of good tools for error correction. There are also a

high number of dependency errors involving the

root of the sentence, which is also problematic.

All in all the error types are quite mixed, and there

is also a long tail of less common confusions.

6 Discussion and Future Work

We think the described error annotation layer is

useful, but there are also some remaining issues.

The spelling, split compound and merged word

annotation seems to be quite sufficient, except for

consistency issues with the annotation of casing.

POS-tag Dependency label
VERB-NOUN 170 nsubj-dobj 130
ADV-NOUN 152 dobj-nsubj 108
PRON-DET 90 nmod-dobj 105
ADV-ADJ 90 dobj-nmod 91
AUX-VERB 88 nsubj-nmod 72
PROPN-NOUN 85 root-advcl 70
ADJ-NOUN 81 root-nsubj 66
VERB-ADJ 81 nsubj-det 61

Table 8: The most commonly confused POS-tags

and dependency labels before and after error cor-

rection.

The grammatical error classification, on the other

hand, would need a further sub-classification to be

largely useful. In future work we also wish to han-

dle more complicated types of grammatical errors,

such as word order errors and missing words. In

order to handle these errors we also need to update

the format used in the corpus. It would be desir-

able that these annotations are consistent with pre-

vious error annotations carried out for other lan-

guages to allow cross-lingual studies.

We aim to have a single annotation scheme

that covers both Swedish as a school subject and

Swedish as a second language. This facilitates fu-

ture comparative studies and the creation of tools

for error correction. However, it is possible, espe-

cially if the scheme is extended to more complex

error types in the future, that we need to have spe-

cific error types for the two variants of Swedish,

since L2 language can both be expected to have

more deviations from the standard norm, and have

more cases with different possible interpretations

of an error. Additionally we do not consider either

the cause of errors, or how serious the errors are

in the current annotation scheme. These are also

issues that would be interesting to investigate.

The analysis of the sources for issues with the

spelling correction, and to some extent the inter-

annotator agreement study, also pointed to some

issues with the consistency of the annotation, even

though the overall agreement between annotators

is substantial. We thus believe that our guidelines

should be extended to cover cases that were incon-

sistent, like the decision on the correction of cas-

ing problems. Other issues were due to annotators

not following the guidelines. Yet another issue that

we have noted is that we currently have no markup

for combined spelling and grammar errors, which

would be desirable. These issues need to be cor-

rected in order for the annotation layer to have a

high quality, which will mean we need to do more
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human annotation work.

This paper describes ongoing work, and we plan

to annotate more texts in the future. Specifically

we wish to have a more even distribution of texts

also in the training data, which would allow us to

do more comparative studies.

In this paper we described an experiment on

spell checking. The approach was relatively sim-

ple, however, and we plan to use more sophisti-

cated techniques in the future, and also to address

real word spell checking. In addition we have al-

ready started work on improving the identification

and correction of split compounds, and we also

plan to address merged words in the future.

7 Conclusion

In this paper we have described an effort of hu-

man annotation of word-based writing errors in

student texts. We described the annotation pro-

cess and guidelines used in the annotation. We

found that we could have a relatively high inter-

annotator agreement using these guidelines. How-

ever, our analysis shows that there are still some

inconsistencies in the corpora, that needs to be ad-

dressed in future work. We described a small ex-

periment on spelling correction, to show the use-

fulness of the annotated corpus both for develop-

ing NLP tools like spell checkers, and for analyz-

ing errors performed by different student groups.

We also showed that errors have a large effect on

POS-tagging and dependency parsing.
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Beáta Megyesi, Jesper Näsman, and Anne Palmér.
2016. The Uppsala Corpus of Student Writings -
corpus creation, annotation, and analysis. In Pro-
ceedings of the 8th International Conference on
Language Resources and Evaluation (LREC’16),
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68534 Torsby, Sweden

heli1401@gmail.com

Jack Rueter

University of Helsinki

Keinutie 11 M 72

FIN-00940 Helsinki

rueter.jack@gmail.com

Sulev Iva

University of Tartu
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Abstract

We will demonstrate Võro Oahpa (http:

//oahpa.no/voro), a set of language

learning programs for Võro, a minority

language in Estonia. When setting up

and developing the system, we have made

use of the infrastructure developed at the

Saami language technology centre Giellate-

kno, UiT the Arctic University of Norway

and the Võro language resources and tools

– the online electronic dictionary synaq.org

that also includes pronunciations; Võro

speech synthesis; the morphological finite

state transducer that is being developed as

a part of the same project and a multilin-

gual word list from North Saami Oahpa.

Võro Oahpa consists of four language learn-

ing programs: Leksa – a vocabulary quiz,

Numra – a program for practicing numer-

als and time expressions, Morfa-S – mor-

phology drill and Morfa-C – morphology

exercises formulated as question-answer

pairs. The development is still in progress

but the programs have already used within

the Võro language course at the Univer-

sity of Tartu. We discuss the issues spe-

cific for Võro and show how combining

the existing infrastructure, resources and

experiences can make the development of a

learning system for a language with limited

resources easier and give extra values to

the system.

1 Introduction

The Võro language is a South Estonian language

with ca 70 000 speakers. (The Estonian written

language is based on the dialects of Northern Esto-

nia). Võro organisations (Võro Institute etc.) want

This work is licenced under a Creative Commons At-
tribution 4.0 International Licence. Licence details: http:
//creativecommons.org/licenses/by/4.0/

to recognise Võro officially as a separate language

which has been discussed twice in Estonian parla-

ment Riigikogu, however, without positive decision.

That is why Võro is officially considered a dialect

of Estonian even up to now. Despite of this Es-

tonian government supports the maintenance and

development of Võro by financing Võro Institute

– a state institute dealing with Võro language and

culture. Võro also has its own official ISO language

code ’vro’.

The Võro language is taught in ca 20 kinder-

gartens (in so-called language nests) and about the

same number of schools in South-Eastern Estonia.

Altogether 450 primary and secondary school stu-

dents are learning Võro language and culture or

participating in other classes where the language

of instruction is Võro ( Opetajate leht, 2017). The

kindergartens and schools are located in the area

where children’s parents or grandparents also might

speak Võro but it is not necessarily the case. On the

other hand, thousands of Võro speakers or people

interested in learning Võro language live in other

parts of Estonia and Võro Institute has got queries

about distant courses of Võro for adults. Since

1996 the Võro language as a subject can be stud-

ied at the University of Tartu. The Võro language

course is given every term and has a form of a

traditional language course with auditorial lessons.

We are aware of only one other online pro-

gram for Võro language learning that existed be-

fore Oahpa – the game ”Mein Zimmer” (http://

edlv.planet.ee/meinZimmer/) that has among

others been adapted to the Võro language. It is a

nice ”find-a-key” game but it is focused on one

particular topic and thus very limited.

When learning a Uralic language the most diffi-

cult thing is morphology. Although there are a lot

of language learning programs available, most of

them deal with vocabulary learning.

Thus, there was and is a need for free online

language learning tools for Võro that would cover
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the basic vocabulary for a learner and, most impor-

tantly, the basic grammar. In 2013, as a part of a

cooperation project between the language technol-

ogy researchers at the University of Tartu and the

Saami language technology centre Giellatekno at

UiT the Arctic University of Norway, we started to

adapt Oahpa, a set of language learning programs,

initially created for North Saami and by now im-

plemented for more than 20 languages, to the Võro

language. The ICALL system Oahpa (Antonsen et

al, 2009) is primarily meant as a supporting tool for

learning vocabulary and grammar for adult students

attending respective language courses. But as the

usage statistic shows, a lot of people who do not

attend any course, also use the system for learning

North Saami because it is freely available on the in-

ternet. During a 6 months period there were 3,676

unique visitors of North and South Saami Oahpa

pages (Antonsen et al., 2013) while the number

of people who were taking the respective language

courses was about ten times smaller.

So, Oahpa should be a good choice for the in-

tended users of our language learning programs

– the participants of the Võro language course at

University of Tartu and all other Võro language

learners whereever in the world, with possibly no

or little contact with the spoken Võro and no ac-

cess to Võro language courses. When designing

the content of Võro Oahpa we are trying to meet

the needs of both user groups. Our programs can

mostly be used to support the students’ individual

training of vocabulary and grammar of the Võro

language.

Other grammar learning programs we are aware

of are e.g. Killerfiller (Bick, 2005) and ESPRIT

(Koller, 2005). These are text-based ICALL sys-

tems where sentences are extracted from a corpus.

In the system VIEW (Meurers et al, 2010), any

webpage that is in the right language can turned

into a grammar exercise. This is a fantastic system

but concerning the Võro language, however, the

material on the web is still quite small.

2 Existing resources and infrastructure

Thanks to the cooperation project we could make

use of the Giellatekno and Divvun infrastructure

(Moshagen et al, 2014) – a development infras-

tructure created to make it easier for people work-

ing on languages with limited textual resources

to build language technology applications. The

general idea is that (computational) linguists com-

pose formalised grammar descriptions and lexicons,

and the intrastructure makes it possible to use the

lexicons and grammar as the basis for NLP tools

(e.g. morphological and syntactic analyser) and

end user tools such as proofing tools and electronic

dictionaries. We got easily used to Giellatekno in-

frastructure that has standard places for language

data (word lists, source code for the morphological

transducer, Oahpa source files, documentation files,

etc.) and standard procedures for the production of

language technology tools and end-user programs

out of these. The infrastructure is well suited for

morphologically rich languages.

As one of our goals was to provide pronuncia-

tions for the people who live in the environment

where they do not hear spoken Võro we decided to

make use of the existing audio and text-to-speech

resources.

One important Võro language resource is the on-

line dictionary http://synaq.org that includes

15 000 entries in the direction Võro-Estonian and

20 000 entries in the direction Estonian-Võro. The

dictionary also includes high quality audio files for

Võro words. The audio files have been produced

in cooperation of the Võro Institute with the Cen-

ter of South Estonian Language and Culture and

Laboratory of Phonetics, University of Tartu.

During the development of Võro Oahpa a pro-

totype of Võro speech synthesis was developed

at the Institute of Estonian Language. There are

two voices to choose between: a middle aged

man and a 11-years-old girl. The quality of the

synthesized speech is good, very close to nat-

ural speech. The demo of the speech synthe-

sis is available at the following URL: www.eki.

ee/~indrek/voru/index.php and the software

can be downloaded from here: github.com/

ikiissel/synthts_vr.

3 Our work: Võro Oahpa – a set of

language learning programs

We have a previous experience of setting up Oahpa

for a number of languages. Although the overall

procedure of setting up a new instance of Oahpa

is similar, each language has some specific issues

that need to be dealt with. For the Võro language

these issues were:

• extensive spell-relax

• many parallel forms
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Spell-relax means that the program accepts

different variants of typing for some characters.

Checking of the correct answers must not be too

strict because the written language is quite new

(from 1990s) and there is no consensus on how to

mark e.g. glottal stop and palatalisation; some let-

ters of the Võro alphabet are missing from the key-

board layouts (there is no special Võro keyboard

layout yet).

The illative and inessive plural of some nouns

may attest to as many as 6-9 forms, e.g. the word

pereh ”family”:

pereh+N+Pl+Ill: [perrihe, perriihe, perride, perri-

ide, perehtehe, perehtede]

pereh+N+Pl+Ine: [perrin, perriin, perrih, perriih,

perrihn, perriihn, perehten, perehteh, perehtehn],

whereas the second person singular can attest to

3 if not 6 forms, e.g. the word ehitelemä ”to dec-

orate” ehitelemä+V+Act+Ind+Prt+Sg2: [ehitelit,

ehiteliq, ehitelideq, ehitellit, ehitelliq, ehitellideq]

In the Oahpa exercises we need to decide which

forms to accept as possible forms and which ones

to display as correct answers. Whereas the parallel

forms issue has to do with the morphology exer-

cises Morfa-S and Morfa-C the relaxed spelling

applies to all four games implemented in Võro

Oahpa.

3.1 Multi-purpose side product

– morphological finite state transducer of

Võro

A finite state transducer (FST) incorporates both a

morphological analyser and a generator. It defines

correspondences between tag strings and word

forms of a language. There exists a powerful FST

development environment in the Divvun ad Giel-

latekno infrastructure. Using the standard file and

tag names and other conventions makes it possible

for a FST developer (linguist) to use the automatic

build process that is taken care of by a number

of filters and scripts. The compiled transducers

can be used in several applications as language

learning programs, online dictionaries, spelling

checkers and machine translation tools. The Võro

morphological transducer has so far been used in

Oahpa and in the morphology-aware dictionary

http://sonad.uit.no.

While building the morphological FST we have

made use of the experience of developing morphol-

ogy descriptions for other Uralic languages as the

Saami languages, Erzya, Hill Mari a.o.

The problems we tackled when modeling Võro

morphology were the following:

• Vowel harmony is not always predictable from

the nominative or genitive singular forms, vari-

ation between singular and plural stem har-

mony, e.g. (”host”) esäk – esäku genitive

singular but esäkidegaq comitative plural.

• Consonant gradation 2 – as many as 4 grades:

häbü, häu, häpü and häppü (”shame” nomina-

tive, genitive, partitive, illative singular).

• Many inflection types. Even if it seems that

the word belongs to the same type there might

be some forms in the paradigm that are differ-

ent. The classification of nouns and adjective

stem types has uncovered further irregular-

ities, that might be dealt with through geo-

graphic/dialect classification.

• Parallel forms. For pedagogical purposes, it

should be desirable that the preferred paral-

lel forms are tagged differently from the non-

preferred ones. Therefore, we have tagged

all the non-preferred parallel forms with the

tag +Use/NG. The non-preferred forms are

accepted when the user enters those but not

shown as correct answers.

We have applied the systematic error correction

procedure of the FST:

1. All the simple words, i.e. derived and com-

pound words excluded, have been generated

by the FST as a large table.

2. A testing person has marked the errors in the

table.

3. The errors have been corrected in the FST.

New subtypes of the inflection types for both

nouns and verbs have been described in the FST

as a result of this systematic work. For example,

the noun types where singular nominative ends

with a consonant but the stem vowel appears in

genitive and other cases have been split by stem

vowel to 3-4 separate types. That was implemented

by introducing new continuation lexica.

2Consonant gradation is a type of consonant mutation
where during the inflection either the length of a consonant is
changing, a consonant is replaced by another consonant or a
consonant is disappearing. E.g. supi : suppi (”soup” genitive
singular vs partitive singular), anda : anna (”to give” infinitive
vs connegative)
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Currently all the 13260 yaml tests pass, i.e.

the morphological FST generates correctly all the

forms that are given in the tests.

The FST has also been tested on the running text

(Võro wikipedia and children’s book ”Suur must

koer”). The current testing results are presented in

the table Table 1.

Total Missing Missing %

All tokens 82 390 294 335 28%

Unique tokens 30 695 50 142 61%

Table 1: Evaluation results of the Võro FST.

For Oahpa the lexical coverage is good enough,

as long as all the words that are in the Oahpa lex-

icon are in the FST. The most important thing is,

however, that all the generated forms are correct.

But in the longer perspective, of course, we aim

at much better lexical coverage that would facili-

tate morphological analysis and spelling check of

running Võro texts.

3.2 Online language learning tools (Oahpa

games)

3.2.1 Numra – program for training

numerals and date and time expressions

Numra is probably the simplest game that a be-

ginner might start with. The easiest setup of the

Cardinals game presents numerals 1-10 as the sets

of five and the user’s task is to guess which number

corresponds to which word.

Three special finite state transducers were cre-

ated to enable these exercises – a transducer of

cardinal and ordinal numerals, a transducer of time

expressions and a transducer of date expressions.

The transducers define correspondences between

numerical and textual representations of numbers,

time points and dates.

3.2.2 Leksa – a vocabulary training program

Leksa is a classical vocabulary test where the user

has to translate isolated words or everyday ex-

pressions from Võro to a metalanguage or vice

versa. The drop-down menus enable the selection

of words by topic (semantic category, sometimes in

a broader sense): human, animal, food/drink, time,

body, clothes, school, nature, work/economy, etc.

There are several metalanguages – Estonian,

Finnish, English, German, North Saami, Norwe-

gian, Swedish. This makes it possible for people

with different language backgrounds to learn Võro

vocabulary. To make Võro Oahpa more accessible

we have also localised the whole user interface to

Estonian, Finnish, English and Võro. The lexicon

size of Leksa is ca 1300 words. The core of the lex-

icon comes from North Saami Oahpa (therefore we

also have translations to North Saami and Norwe-

gian for most of the words). But we have adapted

the lexicon to our needs – removed some words

that belong to Saami cultural space and added lists

of frequently used Võro words with translations to

some semantic classes (alltogether ca 300 words).

We have also added audio to Võro Leksa – a pos-

sibility to listen to the pronunciations of the Võro

words. The pronunciations have been integrated

from the sound database of the Võro-Estonian-

Võro electronic dictionary synaq.org. The words

have been read in by native speakers of Võro.

3.2.3 Morfa-S – a morphology drill program

Given the primary form (nominative singular for

nouns and infinitive for verbs), the task is to build a

specific inflected form. For nouns all the 14 cases

in singular and plural can be practiced (except for

essive that does not have separate singular/plural

forms). For verbs there are exercises on indicative

mood personal mode present and past tense first

till third person in singular and plural, including

negation forms. For adjectives we have exercises

on positive and comparative grade. It is possible

to practice their declination in all cases in singular

and plural. Morfa-S exercises are based on isolated

words.

3.2.4 Morfa-C – morphology exercises in the

context

The Morfa-C game is based on question-answer

templates and the word form database that also

includes semantic information. Each exercise con-

sists of a question and an answer where one word

is replaced by a blank that the user has to fill with a

word in the appropriate inflected form. The seman-

tic tags are used to build semantically plausible

sentences. Despite of that, the sentences some-

times come out funny or inappropriate. Is it okay

to present a grammar exercise where the police-

man steals (vro: politsei varastas) or a priest drinks

vodka (vro: keriguopõtaja juu viina)? For more

advanced students the humor can be on its place

whereas it can be confusing for beginners (also

unpedagogical for adolecents). Our solution was a

very fine-grained semantic classification. For exam-

ple, we have picked only the action verbs suitable

for Morfa-C present and past tense verb inflection
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exercises and added ca 50 verbs to this list. At the

moment we have 151 semantic categories defined

but the number will probably increase as we add

new Morfa-C question-answer templates. Some

semantic categories that we are using are listed in

Table 2, together with the number of words in each

category.

Semantic category Nr of words

ANIMAL 71

BODYPART 41

FOOD DISH 38

FOOD GROCERY 36

CLOTHES 36

PROFESSION 20

FAMILY 20

WEATHER 10

SCHOOL 6

Table 2: Examples of semantic categories used in

Võro Oahpa.

Another example. The question-answer pairs

that are about buying and eating things require dis-

tinction between the food that can be bought from

the grocery shop and the food that can be eaten as

a meal. Often the food and drink words belong to

both categories but not always. We also needed a

special category for the food words that are natu-

ral to use in plural (things that we normally eat a

plenty of, not only one, e.g. peas, berries, nuts).

The lists of words denoting foods and drinks have

also been extended with more foods and drinks that

are common in Estonia or specific to South-East

Estonia.

There is also a specific exercise for practicing

back negation. Back negation has got a special

attention because it exist neither in Estonian nor

in Finnish. In Estonian, Finnish (and also in Võro

parallel to back negation) the front negation is used

where the negation word precedes the verb (e.g. ei

olõq = ”not is”). In back negation, the negation

appears as a suffix that is added to the verb (e.g.

olõ-õiq = ”is-not”). There are more examples of

back negation on Figure 1.

Morfa-C game in Võro Oahpa has a new feature

that does not exist in any of the other implemen-

tations of Oahpa. Namely, the computer will read

aloud the sentences (questions) using Võro syn-

thetic voice (of a 11-years-old girl) when the user

clicks on the loudspeaker icon.

A problem we have discovered was repetition

of the identical exercises. This is partly due to the

small number of words in some semantic sets but

can still be avoided by improving the algorithm.

There are three types of repetitions that we would

like to eliminate:

1. Identical exercises within an exercise set con-

sisting of three or five question-answer pairs

should be prohibited.

2. It would also be good to avoid repetitions in

the subsequent exercise sets. That is, if the

user presses the button ”New set” then the task

words she had in the previous set should not

occur in the new set of exercises, or even bet-

ter – the words that she answered correctly

should not occur but the words where she

made a mistake could be presented again. But

this idea is difficult or impossible to imple-

ment until we have not implemented the au-

thentication of users and binding the usage

data to specific users.

3. Avoid presenting the negatively loaded words

(e.g. ossõndama ”to vomit”, varastama ”to

steal”, pelgämä ”to be frightened”, ullitama

”to act the fool”) too often. That presumes

a modification of the exercise creation pro-

cess: weights should be assigned to the words

(low weights to the words that should appear

rarely) and these weights should be taken into

account in the word selection algorithm.

3.3 Discussion

The most important question is: Would Võro

Oahpa meet the users’ needs?

We assume that most of the users are speakers

of Estonian or Finnish. Therefore we need to focus

on features of the Võro language that are different

from Estonian:

• vowel harmony

• partially different case endings

• using of illative (the case corresponding to

the English preposition ”into”) vs allative

(the case corresponding to ”onto”), inessive

(”in”) vs adessive (”on”), elative (”out of”)

vs ablative (”off”), particularly in connection

with place names (there are place names that

are used with different cases in Estonian and

Võro)
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Figure 1: Screenshot of the Morfa-C verb back negation exercise

• two different ways of building negation: front

negation (ei olõq) and back negation (olõ-õiq)

• different negation word in present vs past

tense (ei olõq = ”is not”, es olõq = ”was not”)

• palatalisation mark in the written language

• more extensive use of diminutive

• pronouncation (especially important for the

people who live outside of South-East Esto-

nia)

All of the above, except for vowel harmony, also

holds for Finnish speakers.

We also have to think about users with other

mother tongues. Features that might be difficult for

people with non-Uralic mother tongue:

• many morphological forms

• vowel harmony

• pronouncation

• usage of all the cases

All the listed topics are in fact included in Oahpa

exercises in either implicit or explicit way but we

need to create more specific exercises to make the

learner pay attention to the particular features of

Võro. For example, we have specific exercises in

Morfa-C for practicing back negation and using

the correct negation word (ei or es) but we should

also create some special exercises on difficult in-

flection types, vowel harmony rules and diminutive

building.

Võro Oahpa is free to use for everybody on the

URL http://oahpa.no/voro. The authors will

be grateful for any feedback about the system.

4 Conclusion

In this article we have presented our work on Võro

language learning programs. This is the first freely

available program for Võro that gives the users the

possibility to train the basic 1300 words vocabu-

lary, date and time expressions and morphology.

While setting up and developing the programs we

have made use of the Divvun and Giellatekno in-

frastructure as well as Võro language resources

that were either created externally (online Võro-

Estonian-Võro dictionary synaq.org where we

got the pronuncations of the Võro words from and

software for Võro speech synthesis) or within the

same project (Võro morphological transducer). We
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can confirm that the infrastructure was helpful for

our work. The biggest challenge is modeling the

Võro morphology – covering all the inflection

types, marking the preferred and non-preferred

parallel forms and handling the different ways of

spelling. Adding the audio dimension adds extra

value to Võro Oahpa as many of the program’s

prospective users are not exposed to spoken Võro.

Reading aloud the Morfa-C questions is the feature

that is totally new – it has not been implemented in

any of the previous instances of Oahpa. The work

on Võro Oahpa is continuing to enable practicing

of larger vocabulary and more of the grammar.
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