Abstract

The performance of many chemical and energy conversion processes depends on the choice of the molecules used, e.g., as solvents or working fluids. To capture the complex relations between the properties of the molecules used and the process conditions, the selection of suitable molecules should be directly integrated into process design. Solving the resulting challenging integrated design problem is enabled by the Continuous-Molecular Targeting – Computer-Aided Molecular Design (CoMT-CAMD) approach. Here, the combinatorial complexity of the molecular decisions is avoided by relaxing molecular parameters in a physically-based thermodynamic model. So far, implementations of CoMT-CAMD were based on procedural programming languages. This impedes reusability and the investigation of process variants as well as the design of complex processes. In order to overcome these shortcomings, we implement the CoMT-CAMD approach based on object-oriented process modeling and thus enable the integrated process and molecular design with Modelica. The resulting approach is demonstrated for the design of a process and the working fluid for a geothermal Organic Rankine Cycle application.
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1 Introduction

In order to achieve high performance, chemical as well as energy conversion processes have to be tailored to the specific applications. The key to tailoring a process is often the choice of suitable molecules. Examples are the selection of solvents for absorption processes (Adjiman et al., 2014; Bardow et al., 2010; Burger et al., 2015; Papadopoulos and Linke, 2009), refrigerants for compression chillers (Roskosch and Atakan, 2015; Sahinidis et al., 2003) and working fluids for Organic Rankine Cycles (Linke et al., 2015; Bao and Zhao, 2013; Lampe et al., 2015).

Today, design methods usually separate the choice of suitable molecules and the process design (for a literature review, see e.g., Linke et al., 2015): in a first step, molecular candidates are pre-selected using criteria based on heuristics. In a second step, the pre-selected molecules are used for process optimization.

However, these two-step approaches usually lead to suboptimal solutions. Heuristic selection criteria cannot capture the strong and complex relations between the properties of chosen molecules and the corresponding optimal process conditions. Therefore, the global optimum might already be excluded from the solution space when heuristics are applied. Consequently, the design of molecules should be directly integrated into the process design (Adjiman et al., 2014; Linke et al., 2015). The direct formulation of this integrated design problem leads to a mixed integer nonlinear program (MINLP) (Gani, 2004) where each molecule considered adds one degree of freedom. Due to the large number of potential candidate molecules, the solution of this MINLP is usually prohibitively difficult.

Thus, systematic approaches have been proposed for the approximate solution of the integrated design problem: Pereira et al. (2008; 2011) solve the integrated design problem based on property predictions with the statistical associating fluid theory for potentials of variable attractive range (SAFT-VR) with a search space limited to linear alkanes. For Organic Rankine Cycles, the review by Linke et al. (2015) summarizes the state of the art. Recently, Burger et al. (2015) have solved the integrated design problem utilizing a hierarchical approach and short-cut models for the process. Gopinath et al. (2016) have proposed an approach for the integrated design utilizing physical domain reduction. They employ tests to remove regions from the molecular and process domains where constraints, e.g., on phase behavior, are violated.
Bardow et al. (2010) proposed a targeting-based design approach called Continuous-Molecular Targeting – Computer-Aided Molecular Design (CoMT-CAMD) for the integrated molecular and process design. Here, the molecular properties are modeled by the Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) equation of state (Gross and Sadowski, 2001). In PC-SAFT, each fluid is described by a set of physically-based pure component parameters. In the first step of CoMT-CAMD, the so-called Continuous-Molecular Targeting (CoMT), the discrete PC-SAFT pure component parameters are regarded as continuous degrees of freedom of the design problem and are optimized simultaneously with the process conditions (Lampe et al., 2014; Stavrou et al., 2014). The resulting design problem can be formulated as a nonlinear program (NLP) optimization problem. The results of this optimization are the set of optimal pure component parameters for a hypothetical target molecule and the corresponding optimal process parameters. In a second step, Computer-Aided Molecular Design (CAMD) methods can be used to design the real molecule which best matches the optimal process performance (Lampe et al., 2015). The CoMT-CAMD approach has been applied successfully to the design of solvents for CO₂ capture (Stavrou et al., 2014) and working fluids for Organic Rankine Cycles (Lampe et al., 2014; 2015). A similar targeting approach for integrated design was presented by Roskosch and Atakan (2015). They use a cubic equation of state for property modeling and relax its parameters in a simultaneous optimization of a compression heat pump process and working fluid. Subsequently, they select suitable fluids from databanks utilizing a fitted function for COP estimation.

So far, integrated process and molecular design with CoMT-CAMD was based on process models implemented in a procedural programming language. This hinders the reusability of models and complicates the design of complex processes as well as the investigation of process variants. Furthermore, the use of procedural languages is not convenient in case dynamic processes have to be investigated.

These shortcomings can be overcome by using a language suited for object-oriented and equation-based modeling like Modelica (Fritzson, 1998) to model the process. Thus, in this work, we present the first implementation of the CoMT-CAMD approach based on Modelica process models. Thereby, we enable the integrated process and molecular design with Modelica. In order to illustrate the design approach, a case study is presented for the design of a geothermal Organic Rankine Cycle (ORC) application.

The paper is structured as follows: in Section 2, the CoMT-CAMD approach is explained. In Section 3, the implementation of CoMT-CAMD based on Modelica models is described. The case study of the ORC application is presented in Section 4 before conclusions are drawn in Section 5.

2 The CoMT-CAMD Approach

The Continuous-Molecular Targeting – Computer-Aided Molecular Design (CoMT-CAMD) approach was introduced by Bardow et al. (2010). In CoMT-CAMD, the fluids are modeled by the Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) equation of state (EOS). Thus, any fluid can be described by a set of PC-SAFT pure component parameters. The CoMT-CAMD approach comprises two main steps as shown in Figure 1.

Figure 1: The workflow of the CoMT-CAMD approach.

In the first step, the so-called Continuous-Molecular Targeting (CoMT), the process conditions and the molecules are simultaneously optimized. For this purpose, the PC-SAFT pure component parameters describing the properties of the molecules are relaxed and treated as continuous variables of the optimization problem. The results of this optimization are the PC-SAFT pure component parameters of a hypothetical optimal fluid,
the so-called target, and the corresponding optimal process conditions. In the second step, real fluids are identified in the so-called structure-mapping. For this purpose, a second-order Taylor-approximation is computed around the hypothetical optimum. This Taylor approximation is used to estimate the objective function value of processes with real fluids. In the structure-mapping, real fluids can either be selected from databanks of known fluids (Lampe et al., 2014) or designed using Computer-Aided Molecular Design (CAMD) algorithms (Lampe et al., 2015). This CAMD algorithm employs Group Contribution (GC) methods to link PC-SAFT pure component parameters to molecule structures. This link is used to identify the optimal molecular structure by solving a mixed-integer quadratic program (MIQP) optimization problem (for details, see Section 2.3). Due to inaccuracies in the models and the method, usually, not only one fluid but a ranking of candidates is desired. Thus, the CAMD algorithm is applied repeatedly using integer cuts (see e.g. Fazlollahi et al., 2012) to exclude previously found molecules in each new run. The CoMT-CAMD approach thus yields a list of real fluids which best match the target. For these fluids, individual process optimizations are performed to determine the optimal process performance.

Details of the CoMT step are explained in Section 2.1 and the PC-SAFT equation of state is described in Section 2.2. The structure-mapping step of CoMT-CAMD is discussed in more detail in Section 2.3 followed by a short section on the final process optimizations.

2.1 Continuous-Molecular Targeting

The aim of the CoMT step is the simultaneous optimization of process conditions and fluids to obtain a target for the subsequent structure-mapping (Bardow et al., 2010). As mentioned before, the fluids are modeled with the PC-SAFT equation of state. The PC-SAFT pure component parameters used to describe the fluids are relaxed and thus treated as continuous variables of the optimization problem. This relaxation transforms the mixed-integer nonlinear program (MINLP) of the fully integrated design into a nonlinear program (NLP) given by problem (1) (Lampe et al., 2015):

\[
\begin{align*}
\max & \quad f(x, y) \\
\text{s.t.} & \quad g_1(x, y) \leq 0, \quad g_2(x, y) = 0 \quad \text{"process model"} \\
& \quad h(x, y) = 0 \quad \text{"PC-SAFT"} \\
& \quad Ay \leq b \quad \text{"convex hull"}
\end{align*}
\]

(1)

\[
x_{\min} \leq x \leq x_{\max} \in \mathbb{R}^m \\
y_{\min} \leq y \leq y_{\max} \in \mathbb{R}^l
\]

Here, \( x \) is the vector with the degrees of freedom of the process and \( y \) the vector containing the PC-SAFT pure component parameters of the molecules.

The objective function \( f \) is, for example, a thermodynamic measure like an efficiency. The process model is formulated in terms of inequality constraints \( g_1 \) and equality constraints \( g_2 \). The PC-SAFT equation of state \( h \) is used to compute thermodynamic quantities based on the pure component parameters and the process conditions. Additionally, bounds are defined on the process degrees of freedom \( x_{\min} \) and \( x_{\max} \) and the PC-SAFT pure component parameters \( y_{\min} \) and \( y_{\max} \).

Additional linear inequality constraints \( Ay \leq b \) are used which set up a convex hull around the PC-SAFT pure component parameters of real fluids (see Lampe et al. (2014) for details). This ensures that the CoMT step results in a hypothetical fluid which is similar to any real substance. The NLP optimization of the CoMT step results in a hypothetical optimal fluid \( y^* \) and optimal process conditions \( x^* \).

In general, the pure component parameters \( y^* \) of the optimal hypothetical fluid are not equal to those of any real fluid. Thus, real substances with favorable performance are identified in a subsequent structure-mapping (discussed in Section 2.3).

2.2 PC-SAFT Equation of State

The Perturbed-Chain Statistical Associating Fluid Theory (Gross and Sadowski, 2001; Gross, 2005; Gross and Vrabec, 2006) is a physically-based equation of state model for the residual Helmholtz energy. The underlying molecular picture considers molecules as chains of hard spheres (segments) which interact with each other.

Both pure fluids and fluid mixtures are described based on typically 3 to 7 parameters per each pure component. In this work, we consider only non-polar and non-associative molecules, so that 3 parameters of PC-SAFT are sufficient: the segment number \( m \), the segment diameter \( \sigma \) and the segment dispersion energy \( \varepsilon/k \).

As only the residual part of the Helmholtz energy is calculated from PC-SAFT, an additional property is required to calculate absolute caloric properties. Here, the additional property is the ideal gas heat capacity. In the CoMT step, the molecules are exclusively described by the PC-SAFT pure component parameters, which should therefore also be used in order to obtain the ideal gas heat capacity (Lampe et al., 2014). For this purpose, Quantitative Structure-Property Relationships (QSPR) are used with PC-SAFT pure component parameters as inputs to calculate ideal gas heat capacities \( c_{ph}^{l,i} \) (for details see Stavrou et al., 2014; Lampe et al., 2014; 2015). Additionally, another QSPR model based on PC-SAFT pure component parameters is used to calculate molar masses (Lampe et al., 2015).

By combining the QSPR methods and PC-SAFT, all thermodynamic equilibrium properties can be calculated based on 3 PC-SAFT pure component parameters in a thermodynamically consistent form.
2.3 Structure-Mapping using Computer-Aided Molecular Design

As shown in Figure 1, we use Computer-Aided Molecular Design (CAMD) in the structure-mapping step in order to design real fluids which best match the target obtained from the CoMT step. For this purpose, a measure for the expected performance of fluids in the process is needed.

A simple measure is the distance \( \|y - y'\| \) of a real fluid’s pure component parameters from those of the hypothetical optimal fluid in the space of the PC-SAFT parameters. However, this simple measure is not appropriate since it neglects the different sensitivities of the objective function with respect to different PC-SAFT parameters and it depends on scaling. To overcome these limitations, a performance measure is calculated in the space of the objective function itself. For this purpose, we compute the following Taylor-approximation to estimate the performance:

\[
\hat{f}(y) = f^{\text{opt}}(y') + \frac{df^{\text{opt}}}{dy} (y - y') + \frac{1}{2} (y - y')^T \frac{d^2 f^{\text{opt}}}{dy^2} (y - y').
\]

(2)

Here, \( f^{\text{opt}} \) is the objective function of Problem (1) \( f(x, y) \) rewritten such that it yields the optimal performance solely based on the PC-SAFT pure component parameters:

\[
f^{\text{opt}}(y) = \min_x f(x, y)
\]

s.t. \( g_1(x, y) \leq 0 \)

\( g_2(x, y) = 0 \)

\( h(x, y) = 0 \)

\( x_{\text{min}} \leq x \leq x_{\text{max}} \in \mathbb{R}^m \)

The estimated objective function value \( \hat{f}(y) \) is used as assessment criterion in the structure-mapping.

In this work, a CAMD algorithm is employed to design optimal molecules. This CAMD algorithm optimizes the molecular structure with respect to the performance estimate \( \hat{f}(y) \) (2). In order to evaluate \( \hat{f}(y) \), the PC-SAFT pure component parameters have to be known for each molecule. Lampe et al. (2015) employ a Group Contribution (GC) method in order to calculate PC-SAFT pure component parameters from molecule structures. They use the homosegmented approach from Sauer et al. (2014) which they call GPC-SAFT. We use the same method as Lampe et al. (2015) and all non-polar, non-associating groups they considered.

Following Lampe et al. (2015), the CAMD problem is formulated as mixed integer quadratic problem (MIQP) by employing the second-order Taylor approximation (2) as objective function:

\[
\min_{\text{n}} \hat{f}(y)
\]

s.t. \( GC(n) = y \)

\( FEAS(n) \leq 0 \)

\( Ay \leq b_{\text{rel}} \)

\( n \in \mathbb{Z}^0 \)

In this formulation, a fluid is described by a vector \( n \) representing the functional groups constituting the molecular structure. The set of PC-SAFT pure component parameters \( y \) are calculated with a GC method as described above \( (GC(n) = y) \). A set of constraints \( (FEAS(n) \leq 0) \) ensures feasible connectivity of the designed molecules (Struebing, 2011; Struebing et al., 2011). A convex hull \( (Ay \leq b_{\text{rel}}) \) as described in Section 2.1 is also used in the CAMD optimization. In order to permit the design of novel fluids, the convex hull is relaxed compared to the one used in the CoMT step, i.e. \( b_{\text{rel}} \geq b \) (Lampe et al., 2015). The result of the MIQP is the optimal molecular structure of a real fluid.

A ranking of fluid candidates can be obtained by repeating the CAMD optimization with integer cuts (see e.g. Fazlollahi et al., 2012) which exclude previously found molecular structures from the design space.

2.4 Final Process Optimizations

The result of the structure-mapping step of CoMT-CAMD is a ranking of candidate molecules. Since the objective function used for the structure-mapping is a second-order Taylor-approximation (2) as described in Section 2.3, process optimizations are performed with the identified real molecules in a final step in order to obtain the respective optimal process conditions and actual objective function values. These objective function values are also used to refine the ranking of the molecules.

3 CoMT-CAMD with Modelica Models

As explained in Section 1, the integrated process and fluid design with the CoMT-CAMD approach was based on process models implemented in a procedural programming language so far. The contribution of this work is to enable the utilization of CoMT-CAMD based on object-oriented process modeling with Modelica. The utilization of this language facilitates the convenient development, adaption and reusability of models. In this way, the design of complex processes is enabled. Furthermore, equation-based modeling with Modelica is suited for the investigation of dynamic processes. The implementation of all steps of CoMT-CAMD based on Modelica is described in the subsequent sections.
3.1 PC-SAFT Modelica-Package

Since the CoMT-CAMD approach is based on fluid property calculations with PC-SAFT, these calculations have to be available in Modelica to model the processes. Examples of such property calculations are the calculation of saturation pressures and temperatures as well as of caloric properties like specific enthalpies.

For this purpose, a PC-SAFT implementation written in the procedural language FORTRAN 90 is used for external property calculations. The interface with Modelica is constructed using the Modelica external function interface (Modelica Association, 2012).

According to Modelica Association (2012), however, interfaces are only supported with external FORTRAN 77 code. For this reason, FORTRAN 77 subroutines are implemented as wrappers for all relevant top-level subroutines in the FORTRAN 90 code. The wrapper subroutines are called by Modelica external functions (for details see Modelica Association (2012)). As the properties are calculated on mole basis in the external code and calculations on mass basis are desired for the process simulations in Modelica, additional functions for conversions between mole and mass basis as well as unit conversions are implemented.

In order to enable the convenient use of the PC-SAFT property calculations in Modelica, a Modelica package with the following functions is developed:

- Modelica external functions needed to call external subroutines.
- Additional functions for conversion between mole and mass basis as well as unit conversions.
- “Top-level” functions for each type of property calculation which call the external functions and functions for necessary conversions, perform any additional calculations required and return the desired thermodynamic properties.

As the focus of this work is embedding Modelica in the existing CoMT-CAMD framework, the PC-SAFT package is created independent of other libraries. The following types of property calculations are available in the package:

- Vapor-Liquid Equilibrium (VLE) calculations for pure components with specified saturation pressure or temperature.
- pT-flash calculations for mixtures.
- Bubble point and dew point calculations for mixtures.
- Property calculations for pure components and mixtures in subcooled liquid and superheated vapor states.
- Estimation of the critical point.

All these functions can be conveniently used in Modelica process models.

3.2 CoMT-CAMD Based on Modelica Models and GenOpt

In order to facilitate the integrated optimization of processes and fluids based on object-oriented modeling, the process and all its equipment models are implemented in Modelica. For any required property calculation, the functions in the PC-SAFT package described in Section 3.1 are utilized.

In order to find the hypothetical optimum in the CoMT step, an objective function is defined. Then, the Modelica process model is used to search for the point in the solution space of process conditions and PC-SAFT pure component parameters with the maximal objective function value.

One tool suited for this search is the open-source optimization program GenOpt (Generic Optimization Program) (Wetter, 2000; 2016) which provides algorithms for parametric runs as well as several optimization algorithms and can be coupled with Modelica models (Wetter, 2009).

In this work, parametric runs with GenOpt are used in the CoMT step to find the hypothetical optimal fluid and the corresponding optimal process conditions. The derivatives required for the Taylor-approximation of the objective function are approximated by finite differences. These are computed with MatLab from the results of the GenOpt calculations. As the output files of GenOpt are conveniently imported by MatLab, no special interface is required here.

The CAMD formulation described in Section 2.3 was implemented in the high-level modeling system GAMS (General Algebraic Modeling System) (Rosenthal, 2016) which is used to solve the MIQP with integer cuts to obtain a ranking of real fluids.

For the final process optimizations described in Section 2.4 parametric runs with GenOpt are used to find optimal process conditions. The workflow of the Modelica-based CoMT-CAMD is shown in Figure 2.

4 Case Study: Design of a Geothermal ORC Application

The proposed molecular and process design with the CoMT-CAMD approach based on process modeling with Modelica is applied to a case study of a geothermal application for an Organic Rankine Cycle. Organic Rankine Cycles (ORCs) are used to transform low temperature heat into electric power (Colonna et al., 2015). The performance of ORCs depends strongly on the properties of the chosen working fluid. Therefore, the ORC is a very relevant case study for the integrated fluid and process design (Linke et al., 2015; Bao and Zhao, 2013). In the subsequent sections, the ORC process itself as well as the process model implemented in Modelica and the specifications of the case study are described. In Section 4.4, the results of the integrated fluid and process design are presented.
4.1 Organic Rankine Cycles

Organic Rankine Cycles (ORCs) are energy conversion processes with a sequence of process steps equivalent to the classical thermodynamic Rankine cycle (Colonna et al., 2015). The flowsheet and the temperature-entropy diagram of a basic ORC process are shown in Figure 3. In contrast to classical Rankine cycles which use water as working fluid, organic fluids are utilized in ORCs. The organic fluid can be tailored to specific applications, in particular the utilization of low temperature heat and cases with low power output where water becomes unfavorable (Colonna et al., 2015).

In the ORC process, the liquid working fluid (state 1 in Figure 3) is pressurized in a pump (1 → 2) with power input $P_p$ before the vaporization in an evaporator (2 → 3) using heat ($Q_{evap}$) from the available heat source with inlet temperature $T_{HS,in}$. At the outlet of the evaporator (State 3 in Figure 3), the working fluid can be in a saturated or superheated vapor state. The vapor is expanded in a turbine (3 → 4) to gain the desired power output $P_f$. Subsequently, the fluid is completely condensed in a condenser (4 → 1) by transferring heat ($Q_{cond}$) to a cooling medium with inlet temperature $T_{CW,in}$ in order to close the cycle.

4.2 Modelica ORC Model

To demonstrate the integrated design of working fluid and process, the ORC is modeled assuming steady state conditions. Four equipment models are implemented and connected to a process model (cf. Figure 3): a pump, a turbine and two heat exchangers, namely the evaporator and the condenser. These equipment models are connected as shown in Figure 3 via suitable connectors to assemble an ORC process model. Although the use of libraries for modeling the ORC would be possible, no existing libraries are used in this work to keep the equipment models and connectors simple. The most important model equations and assumptions are presented in the following.

4.2.1 Pump

The pump is adiabatic and modeled based on an isentropic pressure increase and an isentropic efficiency $\eta_{IS,P}$:
\[ s_{p,in} = s_{p,out} \]
\[ h_{p,in}^* = f(p_{evap}, s_{p,out}^*) \]
\[ h_{p,out} = h_{p,in} + \frac{h_{p,out} - h_{p,in}}{\eta_{is,P}} \]
\[ (5) \]

Here, \( h_{p,in} = h_1 \) and \( h_{p,out} = h_2 \) are the specific enthalpies at pump inlet and outlet, respectively, and \( h_{p,out}^* \) is the specific enthalpy at the pump outlet in case of isentropic pressure increase. \( s_{p,in} \) and \( s_{p,out}^* \) are the specific entropies at inlet and outlet conditions for the isentropic case. The pressure level of the evaporation is termed \( p_{evap} \).

From the energy balance, the required power input can be obtained:

\[ P_p = \dot{m}_{WF}(h_{p,out} - h_{p,in}) \]
\[ (6) \]

where \( \dot{m}_{WF} \) is the working fluid mass flow rate and \( P_p \) the required power input.

### 4.2.2 Turbine

The adiabatic turbine is modeled in the same way as the pump based on an isentropic efficiency \( \eta_{is,T} \):

\[ s_{T,in} = s_{T,out}^* \]
\[ h_{T,in} = h_{T,out} \]
\[ h_{T,in}^* = f(p_{cond}, s_{T,out}^*) \]
\[ h_{T,out} = h_{T,in} + \eta_{is,T} (h_{T,out}^* - h_{T,in}) \]
\[ (7) \]

where \( p_{cond} \) is the pressure level of condensation. The power output of the turbine can be obtained from an energy balance as:

\[ P_T = \dot{m}_{WF}(h_{T,out} - h_{T,in}) \]
\[ (8) \]

### 4.2.3 Evaporator

It is assumed that pressure losses in the evaporator can be neglected such that preheating and evaporation take place on the same constant pressure level \( p_{evap} \). The geothermal heat source is assumed to be hot liquid water with a known inlet temperature \( T_{HS,in} \), mass flow \( \dot{m}_{HS} \) and constant specific heat capacity \( c_{HS} \).

The heat transferred is calculated from energy balances of the evaporator:

\[ \dot{Q}_{evap} = \dot{m}_{HS} c_{HS} (T_{HS,in} - T_{HS,out}) \]
\[ = \dot{m}_{WF} (h_{evap,out} - h_{evap,in}) \]
\[ (9) \]

where \( T_{HS,out} \) denotes the outlet temperature of the heat source and \( h_{evap,in} \) and \( h_{evap,out} \) the specific enthalpies of the working fluid at the evaporator inlet and outlet, respectively. The specific enthalpy of the working fluid at the outlet of the evaporator \( h_{evap,out} \) is calculated from the evaporator pressure \( p_{evap,out} \) and outlet temperature \( T_3 \). The temperature \( T_3 \) is calculated from the saturation temperature of the working fluid and a degree of superheating \( \Delta T_{sh} \).

### 4.2.4 Condenser

The condenser is modeled based on energy balances equivalent to those shown for the evaporator. It is assumed that cooling water with known inlet temperature \( T_{CW,in} \) and a known constant specific heat capacity \( c_{CW} \) is used as cooling medium. The required mass flow of the cooling water is calculated from a given temperature increase of 5 K. The outlet state of the working fluid is assumed to be a saturated liquid state. Pressure losses in the condenser are neglected.

### 4.3 Specifications of the Case Study and the Optimization Problem

The specifications of the case study are based on the subcritical geothermal ORC application presented by Heberle and Brüggemann (2010) and are shown in Table 1. The ORC designed in our work is medium-sized regarding its power capacity and utilizes low-temperature heat from a geothermal source with a maximum temperature of 120 °C.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>heat source mass flow rate</td>
<td>( \dot{m}_{HS} )</td>
<td>66 kg/s</td>
<td>cooling water inlet/outlet temperature</td>
<td>( T_{CW,in}/T_{CW,out} )</td>
<td>15 °C / 20 °C</td>
</tr>
<tr>
<td>heat source inlet temperature</td>
<td>( T_{HS,in} )</td>
<td>120 °C</td>
<td>cooling water heat capacity</td>
<td>( c_{CW} )</td>
<td>4200 J/(kg K)</td>
</tr>
<tr>
<td>heat source specific heat capacity</td>
<td>( c_{HS} )</td>
<td>4200 J/(kg K)</td>
<td>pinch temperature difference</td>
<td>( \Delta T_{pinch} )</td>
<td>5 K</td>
</tr>
<tr>
<td>min. and max. absolute pressure</td>
<td>( p^{min/max} )</td>
<td>1 bar / 50 bar</td>
<td>min. vapor fraction at turbine outlet</td>
<td>( \beta_{turb,min} )</td>
<td>0.95</td>
</tr>
<tr>
<td>max. reduced pressure</td>
<td>( p^{r,max} )</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Specifications of the case study based on Heberle and Brüggemann (2010).
Table 2: Optimal process conditions and PC-SAFT parameters of the hypothetical optimal fluid resulting from the CoMT step as well as the achieved net power output. Values at their bounds are marked with a +.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>condensation pressure</td>
<td>$p^*_{\text{cond}}$</td>
<td>7.1 bar</td>
<td>segment number</td>
<td>$m^*$</td>
<td>3.15</td>
</tr>
<tr>
<td>evaporation pressure</td>
<td>$p^*_{\text{evap}}$</td>
<td>25.7 bar</td>
<td>segment diameter</td>
<td>$\sigma^*$</td>
<td>3.45 Å</td>
</tr>
<tr>
<td>degree of superheating$^*$</td>
<td>$\Delta T^*_{\text{sh}}$</td>
<td>0 °C</td>
<td>segment dispersion energy</td>
<td>$(\varepsilon/k)^*$</td>
<td>164.0 K</td>
</tr>
<tr>
<td>working fluid mass flow</td>
<td>$\dot{m}^*_{\text{WF}}$</td>
<td>70.0 kg/s</td>
<td>net power output</td>
<td>$P^*_{\text{net}}$</td>
<td>1.9 MW</td>
</tr>
</tbody>
</table>

The degrees of freedom $x$ of the ORC process considered in the optimization are the pressure levels of evaporation $p_{\text{evap}}$ and condensation $p_{\text{cond}}$, the mass flow rate of the ORC working fluid $\dot{m}_{\text{WF}}$ and the degree of superheating at the evaporator outlet $\Delta T^*_{\text{sh}}$. The PC-SAFT pure component parameters $\gamma$ considered for the working fluid optimization are the segment number $m$, segment diameter $\sigma$ and segment dispersion energy $(\varepsilon/k)$ (cf. Section 2.2).

 Bounds on the process degrees of freedom are minimal and maximal absolute pressures $p^{\text{min}}$ and $p^{\text{max}}$ of 1 bar and 50 bar, respectively. Additionally, an upper bound of the reduced pressure $p^{\text{max}}$, defined as the absolute pressure $p$ divided by the critical pressure $p^c$, of 0.8 is used because only subcritical ORCs are considered. In order to avoid damage of the turbine, it is important in practice to avoid the formation of liquid droplets during expansion. Thus, a minimal vapor fraction $\beta_{\text{turb}}^{\text{min}}$ of 0.95 at the turbine outlet is used as a further constraint (see Table 1).

Additional constraints arise to ensure that the temperature differences between the heat source and the working fluid in the evaporator and between the working fluid and the cooling water in the condenser do not violate the specified pinch temperature difference $\Delta T^*_{\text{pinch}}$ of 5 K at any point. As can be seen in the T-s diagram shown in Figure 3, possible pinch points in the evaporator are at the inlet and outlet and at the point where the working fluid reaches the saturation temperature. Possible pinch points in the condenser are at the condenser inlet and, in case the working fluid is superheated at the inlet, at the point where it first reaches a saturated state.

The net power output $P^*_{\text{net}}$ of the ORC is used as an objective function for the optimization and can be calculated from the required power input of the pump $P_p$ and the power output of the turbine $P_T$ as

$$f(x, y) = P^*_{\text{net}} = -(P_T + P_p)$$  \hspace{1cm} (10)

This definition of $P^*_{\text{net}}$ leads to a positive objective function $f(x, y)$ which is maximized in the optimization.

4.4 Results

To identify an optimal working fluid and the corresponding optimal process conditions for the considered ORC the CoMT-CAMD approach is used (see Figures 1 and 2). First, an optimal hypothetical fluid and corresponding process conditions are obtained as target in the CoMT step. Subsequently, fluids are designed in the CAMD step which best match the target.

The results of the CoMT step are shown in Table 2. The PC-SAFT pure component parameters shown in the table correspond to a hypothetical optimal fluid. The net power output $P^*_{\text{net}}$ of the target is 1.9 MW. This target value serves as an upper bound as it represents the highest power output achievable for all hypothetical fluids represented by PC-SAFT in the considered convex hull (cf. Section 2.1).

In order to determine a ranking of real fluids which best match the hypothetical optimum, a Computer-Aided Molecular Design (CAMD) algorithm is employed as described in Sections 2.3 and 3.2. Subsequently, the optimal process parameters and corresponding net power output $P^*_{\text{net}}$ for the individual fluids are obtained from process optimizations (cf. Sections 2.4 and 3.2).

The top 10 fluids of the CAMD step are presented in Table 3 together with the respective net power outputs resulting from the process optimizations.

As can be seen in Table 3, the top fluids suggested by the CAMD algorithm are all linear and branched alkanes and alkenes with a maximum of 6 carbon atoms. We identify propene as the best working fluid for the ORC with a net power output $P^*_{\text{net}}$ of 1.45 MW. This value is 24% less than the target value of the hypothetical molecule.

From Table 3, it can be seen that the net power outputs determined in the process optimizations do not perfectly match the ranking from the CAMD step. The objective function used in the CAMD step is a Taylor-approximation of the real objective function of the integrated optimization problem as explained in Section 2. As the Taylor-approximation does not match the real objective function perfectly, the ranking from the CAMD step slightly deviates from the final ranking based on optimized net power outputs. It is therefore recommended to generate a list of candidates and not only one working fluid. This behavior was also found in earlier implementations of the CoMT-CAMD approach (cf. Lampe et al., 2014; 2015) and is thus not specific for the Modelica-based implementation.
Clearly, the net power output of the target given in Table 2 serves as an upper bound of the objective function. Therefore, the target is not reached by the designed real working fluids.

In order to find the target in the CoMT step with GenOpt, about $2 \times 10^5$ evaluations of the process model are required. On the other hand, an individual process optimization for one working fluid requires about $10^4$ evaluations of the process model. Thus, the effort for the integrated molecular and process design with the Modelica-based CoMT-CAMD is similar to the effort for process optimizations for about 30 working fluid candidates. This shows the strength of CoMT-CAMD, where thousands of different molecules are considered in the structure-mapping. Additionally, there are further improvements possible compared to the current implementation. As presented in Section 3.2, parametric runs with GenOpt are used in the CoMT step to find the optimal hypothetical fluid and the corresponding optimal process conditions. Employing gradient-based optimization instead of the parametric runs has the potential to further decrease the computational effort while substantially increasing the accuracy.

5 Conclusion

In this work, we propose the Continuous-Molecular Targeting – Computer-Aided Molecular Design (CoMT-CAMD) approach based on object-oriented process modeling with Modelica. The CoMT-CAMD approach originally proposed by Bardow et al. (2010) enables the simultaneous optimization of processes and fluids without any fluid pre-selection by utilizing the physically-based equation of state PC-SAFT. So far, implementations of the CoMT-CAMD design approach were based on process modeling utilizing procedural programming languages. Thus, the reusability of models has been hindered and the investigation of process variants as well as complex processes has been cumbersome. For this reason, it is shown in this work how integrated process and molecular design with CoMT-CAMD can be based on object-oriented process modeling with Modelica. The proposed implementation uses the Modelica external function interface for external property calculations with PC-SAFT and the optimization tool GenOpt for the search of optimal hypothetical fluids and process conditions. Additionally, a Computer-Aided Molecular Design algorithm implemented in GAMS is used in order to design real fluids which best match the hypothetical optimum. The Modelica-based CoMT-CAMD implementation is demonstrated for the design of a subcritical geothermal Organic Rankine Cycle (ORC). The results show that the approach efficiently identifies optimal ORC processes and working fluids. The CoMT-CAMD approach implemented in an object-oriented language for process modeling allows for convenient and efficient integrated process and fluid design for complex processes. Future work will address the use of deterministic optimization and the utilization of libraries for the Modelica-based CoMT-CAMD.
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