






(a) Without congestion heuristics.

(b) With congestion heuristics.

Figure 3: Experiment results with and without con-
gestion heuristics.

account Pareto indifference, meaning that no solu-
tion is strictly better than others. The technique
presented in this paper bases itself on a

The technique we developed to select a solution
from the multiple solutions returned by NSGA-II
is a prioritized objective approach.

The results clearly show the potential genetic al-
gorithms can have in evacuation planning. In fact,
we found that in some simpler scenarios was able
to find a solution for most of scenarios that outper-
formRandom and Djikstra’s.

Our results also show that when the fitness func-
tions becomes more complicated, such as consider-
ing congestion, the efficiency of the algorithm suf-
fers. Hence, when the complexity increases more
generations are needed.

5.1 Future Work

Future work includes making more specifically
adapted genetic operators such as mutation op-
erators which take into account the grouping as-
pect. The inherent complexity of the chromosome
is likely a hurdle which needs to be overcome. Due
to the way the chromosome is defined, very spe-
cific constraints are applied to it which limits the
effectiveness of the genetic operators, compared to
traditional genetic algorithms. The limitations are
related to the way each part of the chromosome
must be a valid path specification.
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Abstract

Social media has become an important open com-
munication medium during crises. This has moti-
vated much work on social media data analysis for
crises situations using machine learning techniques
but has mostly been carried out by traditional tech-
niques. Those methods have shown mixed results
and are criticised for being unable to generalize be-
yond the scope of the designed study. Since ev-
ery crisis is special, such retrospect models have
little value. In contrast, deep learning shows very
promising results by learning in noisy environments
such as image classification and game playing. It
has, therefore great potential to play a significant
role in the future social media analysis in noisy
crises situations. This position paper proposes an
approach to improve the social media analysis in
crises situations to achieve better understanding
and decision support during a crisis. In this ap-
proach, we aim to use Deep Learning to extract
features and patterns related to the text and con-
cepts available in crisis related social media posts
and use them to provide an overview of the crisis.

Keywords: deep learning, social media, crises
situations

1 Introduction

A vast variety of natural and human-caused crises
occur around the world. The diversity and immedi-
acy of these crises cause severe challenges not only
for the people affected and responders, but also to
the research community. Some of the unsolved re-
search challenges include:

• How can machine learning be used to detect a
crisis as soon as it occurs from external sources
including social media?

• How can machine learning use crisis related
social media data to acquire information about
a crisis’ status and progression?

• How can artificial intelligence support the re-
sponders in making the correct decisions dur-
ing a crisis?

Social media plays a pivotal role in most crises to-
day, from getting life signs from people affected to
communicating with responders. However, most
research using social media in crises situations are
one-off solutions with a specialised technique or ad-
dressed area [1]. A one-off solution means that the
research focuses on finding a technique that yields
the best result in a specific crisis. The technique
fails to generalize beyond the study. This finding
has several implications due to the distinct nature
of crisis. Firstly, crises are diverse, and range from
natural, technological, financial to political crises,
and even previously unforeseen types of crises. Sec-
ondly, crises evolve through time. Different aspects
of a crisis change as time passes, which means what
is learnt earlier on may not be applicable later in
the crisis. Finally, crises are unpredictable in na-
ture as unexpected event may occur.

Deep Learning (DL) has the potential to improve
social media analysis in crises situations because of
its ability to learn patterns from unlabelled data
[17]. This property has enabled DL to produce
breakthroughs in the domain of image, text and
speech recognition. Moreover, DL has the ability
to generalize learnt patterns beyond data similar
to the training data, which can be advantageous
while dealing with social media analysis in crises
situations. Despite the breakthroughs brought by
DL, improvements are still to be made the further
optimise it and improve its performance [14]. This
paper proposes to explore the uninvestigated area
of how the emerging advantages of DL can be ex-
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panded upon to address the pertinent challenges of
evolving crisis analytics for social media.

This paper is organised as follows. In section 2
we discuss the use of social media in crises situa-
tions with a special focus on the use of machine
learning. Section 3 continues with Deep Learning,
and section 4 proposes an approach for applying
Deep Learning to for social media analysis. Finally,
section 5 concludes.

2 Machine Learning in Social
Media Analysis in Crises
Situations

Social media has become an open crises communi-
cation medium. As an example, during the tsunami
in the Philippines in 2012, 558126 tweets were pro-
duced in 8 different languages in the course of the
seven first hours following the crises [2]. Similarly,
20000 tweets/day were registered midst the 2012
Sandy storm in New York, and 5000 tweets/second
were reported during the 2011 earthquake in Vir-
ginia (US) [2].

There is no doubt that valuable, high through-
put data is produced on social media only seconds
after a crisis occurs. However, processing and in-
ferring valuable knowledge from such data are dif-
ficult for several reasons. The messages are typ-
ically brief, informal, and heterogeneous (mix of
languages, acronyms, and misspellings) with vary-
ing quality, and it is often required to know the
context of the message to understand its meaning.
Moreover, posts on other mundane events are also
part of the data, which introduces additional noise
for training. To address the challenges of detecting
and classifying a crisis in heterogeneous data, su-
pervised and unsupervised machine learning tech-
niques were used.

2.1 Supervised learning

In order to classify a social media message as part
of one particular crisis event, several features re-
lated to the message need to be used, including
the nature of the message (factual, emotional or
subjective), the information provided, the informa-
tion source, credibility, time and location. Note

that some of the features can be automatically ex-
tracted, but others need human labelling.

From the message examples, the supervised
learning algorithm learns a predictive function
(representing the relation between the features and
particular crises) so that it can classify any new
unknown message as part of one of the categories
of crises. Several approaches have been applied
for this: Näıve Bayes and Support Vector Machine
(SVM) [5][6], Random Forests [7], and Logistic Re-
gression [8]. Further, to mitigate the complexity
of social media messages, some research focuses on
only analysing tweets with certain tags [4]. As ex-
ample, the tag “breaking news” and “news” can
be used to identify breaking news tweets [9]. In
the same way, the occurrence of the words “earth-
quake” and “landslide” were used as features in a
SVM classifier to classify earthquakes [8] and land-
slides [10] respectively.

However useful in reducing the complexity of the
data, this approach neglects the potential valu-
able information contained in the text such as the
status of the crisis, potential victims, needed re-
sources, and so on. In a supervised approach, (hu-
man made) labels are necessary for training the
classifiers, but they might be highly difficult to ob-
tain, especially in case of multi-language messages
or context knowledge [4]. Furthermore, such labels
are not always reliable and may not be available at
the time of the crisis. Moreover, reusing a classifier
trained on data from previous disasters may not
perform well in practise and intuitively returns a
loss of accuracy even if the crises have a lot in com-
mon. To solve this issue research has been carried
out to use unsupervised learning techniques.

2.2 Unsupervised learning

Unsupervised methods are used to identify pat-
terns in unlabelled data. They are most useful
when the information seekers do not know specif-
ically what information to look for in the data –
which is the case in many crises situations. An ex-
ample is grouping tweets into stories (clusters of
tweets) after a keyword filter [11]. This method re-
duces the number of social media messages to be
handled by humans since it groups equivalent mes-
sages together. Another application using unsuper-
vised learning identifies events related to public and
safety with a spatio-temporal clustering approach
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[12]. In addition to strictly clustering elements into
groups, soft clusters have been used to allow items
to simultaneously belong to several clusters with
variant degrees. In this methods, the tweets simi-
larity is based on words they contain and the length
of the tweets [13]. The approach was applied on
data from the Indonesia earthquake (2009) and it
detected aspects related to the crisis (relief, deaths,
missing persons, and so on).

3 Deep Learning

Imitating the efficiency of the human brain has
been a huge challenge for the artificial intelligence
field. The emergence of DL has fuelled a paradigm
shift and made it a more achievable goal. DL is a
machine learning technique with its roots in Neu-
ral Networks that allows learnt models composed
of multiple processing layers so that the knowledge
state has several layers of abstraction. DL is par-
ticularly valuable because it is shown to find com-
plex structures in large data using an algorithm
to update its internal representation of each layer
in a way that other state-of-the-art algorithms are
not [14]. Conventional supervised machine learn-
ing techniques require careful engineering to trans-
form raw data into suitable features for classifica-
tion of inputs, whereas, DL fed with raw data, dis-
covers the representation and features needed for
detection and classification. DL techniques with
back propagation and deep convolutional nets have
brought breakthroughs in image processing while
recurrent nets have brought amazing advancements
in sequential data analysis such as text and speech
recognition [15]. DL is used to analyse X-ray im-
ages to detect potential diseases [16], and to recog-
nise handwriting [17]. DL is applied to online tasks
perhaps most notably, it was the first AI machine
to beat a human expert in the game of Go – by
most AI scholars considered one of the most com-
plex games for artificial intelligence [18]. Further,
DL is successfully applied to text mining to organ-
ise text documents in databases by topic [19], to
analyse costumers review on a given product and
deduce what they think about it [20]. Moreover, it
has been explored in chemical text mining to recog-
nise drugs and chemical compounds [21], and senti-
ment analysis [22]. However, DL has to a very lit-
tle degree been explored for crises management [4].

Despite the breakthroughs brought by DL, using
DL for unsupervised learning has not been much
explored and was for a long time overshadowed by
the success of supervised learning [14]. Unsuper-
vised learning is important to explore since, in that
paradigm, the AI machines discover structures by
observing the data without being told what each
feature in the data represents.

4 Social Media Analysis

This paper propose an approach to improve the so-
cial media analysis in crises situations to achieve
better understanding and decision support during
a crisis. The approach is summarised in Figure 1
and consists of moving from low to high level of
abstraction. We plan to proceed from: Using DL
to transform non-standard words into their canoni-
cal form (1). Then, understand the semantic of the
text (2). Finally, provide an overview of a crisis
development (3).

Figure 1: Overview of the proposed approach

4.1 Analysis on words and sentences

The machine needs to recognise words in the sen-
tence to understand it. In social media text this
task is challenging since the messages typically
contain misspellings, abbreviations, deletions, and
phonetic spellings. Traditional supervised learning
approaches are extremely dependent on the correct-
ness of the training set. To learn diverse function-
ality, training sets that represent each category of
the data are required. The number of ways a word
can be misspelled is huge, which means that tra-
ditional approaches fall short [23]. Unsupervised
approaches can find similarities between spelling
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variations of words using clusters containing the
correct word as well as its different misspellings.
Nevertheless, unsupervised learning also falls short
because they depend on rigid metrics for similarity
that influence the clusters [23].

To address this challenge, we plan to use DL to
deduct high-level abstractions (e.g. meaning) from
lower levels (e.g. letters or sub-string). A new con-
figuration at low abstraction level may then lead
to a better representation of words and similari-
ties between different spellings. The assumption
is that even with limited training sets, a new ex-
ample could be meaningfully represented using the
low-level abstractions. We will look at ways to
modify the basic DL algorithm so it can detect fea-
tures that relate non-standard versions of words or
phrases, which will be used to deduct the correct
text. For this first phase, we will train and test the
developed algorithm on collected texts from crisis
events on Twitter. The text contains ungrammat-
ical sentences, non-standard and misspelled words.
The algorithm will be evaluated based on correct-
ness metrics and error rates of non-standard words
that the algorithm fails to recognise. Due to DL
ability to be applied in noisy environments, we pre-
dict that this approach will outperform state-of-
the-art in the field of text mining.

4.2 Identify and understand con-
cepts

After word and sentence analysis is carried out, the
proposed approach moves to a higher level of ab-
straction: Classifying concepts from multiple social
media messages. Explicitly, this means identify-
ing what a writer tries to express (e.g. informing
about a situation, crying out for help, express ex-
plicit needs, and so on) and understanding concepts
from the message. The state-of-the-art in this area
mostly centres on supervised learning techniques by
training the algorithm on a set of text on each topic
to learn a predictive function, which in turn is used
to classify a new topic into a previously learnt topic
[24]. A limitation of this approach is the scope of
predefined topics: If a text about an unforeseen
topic is presented to the algorithm, such as a new
crisis, it will wrongly classify it as one of the ex-
isting topics. A challenge is that crises are diverse,
and the number of topics discussed in social media
during a single crisis is big, dynamic, and chang-

ing. The complexity of social media data makes
getting human labelled data for each topic very ex-
pensive and time-consuming. Adversely, unsuper-
vised techniques try to look for co-occurrences of
terms in the text as a metric of similarity [26] and
inferring the word distribution in the set of word
the text contains and using their frequencies for
document clustering [27].

Using DL to understand a sentence or a docu-
ment is an ongoing research topic in which progress
is still to be made. DL has been used to predict
the next word on a sequence of semantically re-
lated words [14], and this ability suggests that DL
have learnt a semantic representation of the words.
DL also has some success in predicting the next
character in a sequence of characters which is used
to generate text, and in machine translation [14].
To address this challenge we aim to use DL on the
normalised text to automatically learn distinct fea-
tures for each discussed concept. Further, we in-
tend to find a strategy to decompose a document
into concepts, segmenting the text into semanti-
cally meaningful atomic units. By identifying the
underlying concepts of a document or a sentence, a
deeper understanding is established. This lies the
foundation for building crisis understanding. We
will investigate ways to improve unsupervised DL
for concept discovery. A semi-supervised method
can be used to improve the performance of the data
representation. When the model is actually able to
represent the unlabelled data, labels can be added
to transform the problem from an unsupervised to
a supervised learning problem. For this model,
we will gather data from social media platforms
on crises events, including Twitter, transform the
noisy data into a workable form using the approach
described in Section 4.1, and use this data to train
and test our model. We will empirically verify the
result of each test, which will help us understand
how the model performed. We will base our evalu-
ation on established correctness metrics and error
rates of topic or concepts that the algorithm fails
to recognise.

4.3 Crisis understanding

Even though the crisis data is valuable with high
throughput, it is small compared to the 7Gb/min
of data produced by Twitter alone [3]. Hence, this
topic integrates two areas: DL and big data (large
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and complex datasets that cause traditional data
processing application to be inadequate). The aim
of this phase is to detect crisis patterns in social
media text that can be used to retrieve crisis related
messages from big social media data in a way that
it gives an overview of its status.

The state-of-the-art in the use of machine learn-
ing on social media in a crisis (see Section 2) are
one-off solutions with specialised techniques or ad-
dressed areas, including the labels needed for train-
ing the classifiers which are not always reliable or
available. Also, reusing a classifier trained on data
from previous disasters may not perform well in
practise and intuitively returns a loss of accuracy
even if the crises have a lot in common.

One of the key features of DL is the analyses of a
big amount of unsupervised data [25], which makes
it valuable for big data analytics with unlabelled
and uncharacterized data. DL can be used to ad-
dress the important problems including extracting
patterns from massive data, and information re-
trieval. It can provide a generic solution that infers
similarity and dissimilarity patterns between differ-
ent crises. Nonetheless, DL algorithms can become
computationally expensive when dealing with high
dimensional data due to its deep layered hierarchy
and number of parameters to learn. The comput-
ing expensiveness becomes more of a problem in
social media where the data is streaming rapidly
and changing fast. Methods for incremental learn-
ing have been developed to deal with this challenge
that includes the use of DL [28]. To address this
challenge question, we will use and expand incre-
mental DL to infer information about rare events
(crises data) in a mix of a massive and diverse data
which, in this stage, include the concepts learnt
previously and metadata (including time, location
and writer of a tweet). The result will be presented
in a spatiotemporal overview of the crisis. A spa-
tiotemporal overview presents the statue of crisis in
a location at different points in time, an approach
which to very little degree has been investigated
[4]. The overview will be used as a decision support
system to help take the most appropriate actions to
resolve the crisis. We will present the model with a
set of crisis practitioners that will test it and pro-
vide inputs (in the form of a survey) on how helpful
this model would be in the case of crisis. Correct-
ness metrics and error rates of the algorithm will
also inform of its abilities.

5 Conclusion

This position paper presents an overview of ma-
chine learning techniques used for social media
analysis in crises situations today. The current
approaches, based on traditional machine learning
techniques, are heavily criticised for being one-off
studies which cannot be generalized. Since every
crisis is special, such retrospect models have little
value.

Deep Learning (DL) has the potential to miti-
gate this problem since it has been shown to very
good at generalizing. The paper presents a possible
approach for applying DL to crises analysis. The
model starts with normalizing social media data.
This includes mapping noisy words to the original
word. Further, the normalized text can be used to
deduce the concepts and the topic of a cluster of
texts. Finally, the texts related to a crisis situation
are retrieved and a spatiotemporal representation
of the crises of the crises is produced based on those
texts. In this way, DL can be used to offer a de-
cision support system to crises responders to help
them better understand a crisis situation and pro-
duce more efficient decisions than traditional ma-
chine learning techniques.
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Abstract

Awareness is a broad concept, just like “intelli-
gence”, and has many connotations. This paper
presents the vision of researchers from Center for
Applied Intelligent Systems Research (CAISR) at
Halmstad University.

1 Aware systems research definition

Awareness is a broad concept (just like “intelli-
gence”) and has many connotations. Relating to
research on computing systems, there are two direc-
tions: one regarding the logical definition of aware
and how to determine if a system is aware or not,
another regarding what is required to be aware,
i.e. what capabilities are required to be aware. In
CAISR we focus on the latter.

Examples along the first direction can be found
in, e.g., the papers by Hintikka (1975), Fagin and
Halpern (1988) or Modica and Rustichini (1994).
They boil down to statements like “Awareness of
φ if they explicitly know φ or they explicitly know
they don’t explicitly know φ” over enumerations
of possible worlds, where φ is a logical statement
that can be true or false. As argued by Devanur
and Fortnow (2009), such definitions are of little
practical use since there is never endless time to
search through all possible objects. It is also rel-
evant to ask if awareness is a purely binary con-
cept. Human awareness works quite differently: we
are more aware of recent facts than old facts, even
though we know them all. Devanur and Fortnow
(2009) suggest a more practical and human-like def-

∗Authors are at Center for Applied Intelligent Systems
Research, Halmstad University, Sweden. Email addresses
follow firstname.lastname@hh.se pattern

inition: that awareness of an object is inversely pro-
portional to the time needed to enumerate that ob-
ject in a certain environment and a context. If you
cannot do this within a certain time then you are
effectively unaware of the object.

The work by Endsley (1995) is central regard-
ing the second direction: what is required to be
aware. Endsley (1995) describes awareness, from
a human psychological perspective, as knowledge
created through interaction between an agent and
its environment, and “knowing what is going on”
(see Gutwin and Greenberg, 2002, and references
mentioned therein). Similarly, but more recently,
Zhao et al. (2012) state, from a computing per-
spective, that awareness is the ability to perceive,
to feel, or to be conscious of events, objects, or
sensory patterns, but it may not lead directly to
full comprehension. Zhao (2013) refines this into
awareness being “a mechanism for obtaining infor-
mation or materials which are useful for human
users, for other systems, or for other parts of the
same system, to make decisions”. Zhao (2013) fur-
ther comments that computationally aware systems
have been studied for a long time but are often
classified based on the event to be aware of. Exam-
ples include, context aware, situation aware, inten-
tion aware, preference aware, location aware, en-
ergy aware, risk aware, chance aware, and so on.
Such classifications are not helpful to explore the
key properties of aware systems since it divides
aware systems research into many subsystems with
unclear boundaries between them.

In CAISR we do not pursue research on what
it logically means to be aware. We follow the di-
rection of Endsley (1995) and Zhao (2013) and de-
fine aware systems research as: Research on the de-
sign of systems that, as autonomously as possible,
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Figure 1: The knowledge pyramid.

can construct knowledge from real life data created
through the interaction between a system and its en-
vironment. This data necessarily includes stream-
ing data. Such systems should be able to handle
events that are unknown at the time of design.

The goal with artificial intelligence (AI) research
and development is to construct systems that be-
have intelligently. However, it is standard to as-
sume that human experts define the task that the
system should perform and that the collected data
used for building systems reflect the “reality”. This
means that these systems are “designed” or “pro-
grammed”, which leads to systems that break when
the context changes. Our aim is to approach the
construction of AI systems that can do “life-long
learning”; systems that require less supervision and
handle surprising situations. In order to do so, the
systems must become more “aware” and able to
learn on their own.

The construction of knowledge (going from per-
ception to knowledge) is often represented by the
knowledge pyramid (Ackoff 1989), see Figure 1; the
higher a system reaches on the pyramid, the more
knowledge it has and the more aware it can be. A
version of this structure and knowledge pyramid is
also how NASA looks at intelligent monitoring of
missions (Degani et al., 2009). A fully aware sys-
tem will have interaction both upwards and down-
wards in the pyramid, e.g. events higher up in the
pyramid will affect choices on what data to collect.

Much of the work on machine learning (ML) and
AI has not considered the knowledge creation as-

pects of intelligent systems. The common approach
is to have humans define the problem in significant
detail, for example the data characteristics, the rep-
resentations used, the model used, etc. and the task
is to build a machine that replicates the human
decision. There are therefore many open research
challenges for each of the stages in the knowledge
pyramid:

Data: This deals with the collection of data
and the representation of it, answering the ques-
tion “with what” (Zhao 2013). An open ques-
tion is how an autonomous system should select
what data to collect? With streaming data from
all sorts of sources, and with data bases of vary-
ing quality, how can the system tell what data
are (or will be) relevant? The “with what” de-
cision is to a large part done by humans today,
which simplifies the learning problem immensely,
but it is clearly one of the most relevant questions
for autonomous learning. A related, much more
researched, question is how to create general fea-
tures; features that will apply to many problems
(e.g. invariant features in images). Furthermore,
with endless streams of data (i.e. in the “internet
of things” era) it is impossible, even uninteresting,
to save all data. It should be possible to save snap-
shots, compressed, or aggregated representations of
the data. These representations should be learned
and be general so that they apply to many different
tasks. The fact that the working environment of a
system may change frequently, requires consider-
ing the plasticity-stability problem seriously (Zhao
2013); features that look unimportant today may
end up being important tomorrow. A system that
is aware should therefore be curious and never stop
exploring.

Information: This relates to questions that
begin with “who, what, when and how many”
(Rowley 2007), creating “events” from the data
in the layer below. Examples of operations that
are required for this are classification, rearrang-
ing/sorting, aggregating, performing calculations,
and selection (see e.g. Curtis and Cobham 2005).
Much ML research (including that on deep learn-
ing models) has been devoted to this stage, and
also AI research for e.g. text and language parsing.
Important open research questions here regard au-
tonomous clustering and categorization of events.
How can events be grouped into categories, e.g.
common or uncommon, normal or odd, for later
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use? A challenge is to do this autonomously, or
with only limited interaction with a human (that
can provide hints), and in non-stationary environ-
ments. There is a significant body of relevant re-
search on deviation detection, change detection and
autonomous clustering.

Knowledge: This level is about creating “rules”
from the information (rules can be in the form of
models and not necessarily in e.g. predicate knowl-
edge form). This always requires combining infor-
mation from different sources. For example, is an
observed “event” from one set of data sources asso-
ciated with some other event, and can such associ-
ations be formulated into rules (and are these rules
correct)? One obvious example is the supervised
learning setting, where information “events” (in-
put) are matched to correct responses (target) pro-
vided by a human expert and encoded into a rule
(model). A very relevant research question here is
how human generated knowledge, e.g. in the form
of text comments in human curated data bases or
models of the environment, can be combined with
the machine generated information to create rules.
Horeis and Sick (2007) have presented one exam-
ple for incorporating human experts in this process.
Another question deals with knowledge representa-
tions (knowledge structures); how can knowledge
be represented so that it can be used for reason-
ing and prediction? A set of well-defined, highly-
organized yet dynamic knowledge structures is one
prerequisite for achieving awareness. A knowledge
structure should evolve over time from experience,
thus allowing for learning from data and human
experts and be capable of taking into account dif-
ferent kinds of initial domain knowledge. Learning
from human experts requires automatic methods to
transform textual data into conceptual structures
(automated ontology learning). Semantic knowl-
edge self-organization is a very important and de-
sirable property of knowledge structures.

Understanding and prevision: (Sometimes
this layer is referred to as the “wisdom” layer.) This
layer deals with the question “why” or “what will
happen”? It is about the ability to project into
the future and reason back into the past. An aware
system should be capable of extrapolating informa-
tion into the future, and be able to estimate and
evaluate the consequences of certain actions based
on previous observations. In robotics, this can be
predicting paths. In other fields it tends to mean

reasoning, e.g. ontology-based reasoning. An ac-
tive research field here is the autonomous creation
(learning) of ontologies that can be used for rea-
soning (Zhou, 2007; Barforush & Rahnama 2012).

In all levels is uncertainty a key aspect. The
uncertainty in the data should be propagated to
the information level, where it is transformed into
an uncertainty in the information, and then on to
the knowledge level, etc..

An important point that perhaps is not obvious
in our perspective on aware systems is the life-long
learning although it is implicit in the “unknown
at the time of design”. We are not approaching
problems where all data is available at once; we are
studying systems where learning takes place over
time, typically with streaming data. There are
already excellent efforts towards automated data
mining or model building, e.g. the recent “Feature
Lab” by Kanter & Veeramachaneni (2015) or the
KXEN system that is now part of SAP (Fogelman-
Soulie & Marcade, 2008). These build on the idea
that all data is available and the question is how the
relationships in this data should be best modeled.

In all levels in the knowledge triangle is the hu-
man role and interaction with the systems an im-
portant research question. Human can play part
in all steps of the knowledge creation, leading to a
semi-unsupervised knowledge creation, e.g. provid-
ing clues on interesting data representations, clus-
tering events, providing external data, giving feed-
back on suggested structures, etcetera. What is
important is how machine and human create knowl-
edge together, not like in the traditional AI or ML
form where humans provide expertize that the ma-
chine is expected to replicate. We refer to this as
joint human-machine learning.

2 Meeting societal challenges

We list some examples below that are particularly
relevant for CAISR, using headings from the EU
Horizon 2020 framework program, that tie to ac-
tivities within CAISR.

2.1 Health, demographic change, wellbeing

Improving individuals’ health patterns: The
development in wearables has inspired a vision of
using self-tracking for personalized (and improved)
health. This means wearable devices that log our
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activities and interact with us, in order to help
us improve our lifestyle (eat better food, exercise
more, etc.) and, with time, decrease the load on the
health care system. Numerous apps in this field are
being introduced daily on the market, there are lots
of user data being sent to servers all the time, and
there are national projects aiming at storing long-
term data for individuals. Khosla claims that “In
fifteen years, data will transform diagnostics, to the
point where automated systems may displace up to
80-percent of physicians’ standard work” (Khosla,
2014). Even though the statement is about medi-
cal diagnosis and not proactive health patterns per
se, it certainly applies also to promoting healthy
behaviors. Combining life-logging data with health
record data will be, to say the least, challenging
(missing data, erroneous data, etc., humans are en-
tering quite a lot of it) but the large quantity of
data means that with time we should be able to
make good analysis and provide good advice.

Healthy and active ageing: Wearables also
apply to healthy and active ageing. However,
what is equally important is in-home monitoring
(ambient assisted living). Elderly living homes
can be equipped with sensors and the sensor data
(streams) analyzed and used for providing security
solutions, emergency solutions, and assistive ser-
vices. This offers a decreased cost for elderly living
services, while maintaining a high quality of ser-
vice. Aware systems research is about developing
methods for autonomously analyzing such streams
of data and construct knowledge about the indi-
viduals’ living patterns. Without such knowledge
it is difficult (impossible) to design a working (and
simple) intelligent service for elderly living. In a
critical text on ambient intelligence, two Philips
researchers (Reddering & Scholten, 2003) express
what they consider the most important challenges
for ambient intelligence if it should ever become
a useful technology: to construct knowledge sys-
tems that are simple, that can cope with the diver-
sity and unpredictability of human needs, and that
learn to ask and value the unknown.

2.2 Secure, Clean and Efficient Energy

Better models of energy use and demands:
Energy production is to an increasing level pro-
duced by small-scale renewable energy sources (so-
lar, wind, biofuel). The volatility of wind and solar

(and in the future: wave) generation creates prob-
lems in balancing the demand with the generation
of energy and operating conventional power plants
in part load. This requires better prediction of en-
ergy demands. On a consumer scale this may be
possible to achieve by combining ambient intelli-
gence with smart power meters, but modelling this
will require autonomous knowledge creation since
the data and variation is so large. Ambient intelli-
gent systems technology can also be used to learn
the inhabitants’ living patterns and provide feed-
back in order to improve (lower) the energy con-
sumption. It is difficult to imagine how this can be
done without autonomous knowledge creation.

2.3 Smart, green and integrated transport

Improving vehicle uptime: Transport is inti-
mately linked to economic growth. Transport cost
and efficiency are intimately linked to vehicle up-
time, i.e. the reliability of the vehicle fleet. Trans-
portation vehicles are becoming more and more ad-
vanced, with huge amounts of data streaming on
the controller area network on-board the vehicles.
More and more data are also logged in databases
about maintenance operations and vehicle setups.
Aware systems will be important for better main-
tenance solutions that build upon this data. Main-
tenance of vehicles is not optimal today; there are
erroneous repairs done, there are on-road break-
downs that could be prevented, and there many
commercial transport vehicles that don’t pass the
national annual inspections. All this can be im-
proved with systems that allow logging on-board
(streaming) data, fleet wide comparisons, and con-
necting on-board signatures with repair histories.
Making sense from these data, learning over the
life-time of the fleets, requires autonomous knowl-
edge creation.

3 CAISR research questions

The CAISR focus is on research questions that
are general across application areas, across research
groups and relevant for external partners. We de-
scribe them below in relation to the levels in the
knowledge pyramid. They are further refined, with
specific contributions we have made and intend to
make in CAISR, at the end of this section and in
the following section.
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Data: The research questions we explore here
are how to select what data to collect and how
to find general and robust representations of data.
This can be by learning representations, by design-
ing representations, or by searching through sets
of representations and estimating how good (inter-
esting) they are. This means research on how to
autonomously engineer features, or ways to learn
representations. Work on automatic feature en-
gineering has been presented by Kanter & Veera-
machaneni (2015), Cheng et al (2011), and Paul-
heim & Furnkranz (2012). Bengio et al. (2013)
present a review on learning representations. It
also means research on the general applicability of
representations, at least for certain types of signals
like images, see e.g. Bigun (2006) for a discussion.
It means research on measures to determine how
interesting a particular representation is, which is
related to (but not equal to) measuring interesting-
ness of rules, see e.g. Zhang et al. (2009) for a re-
view of the latter. The plasticity-stability problem
mentioned above is very important and something
that is usually not handled. There are many practi-
cal issues here related to e.g. dealing with missing,
flawed or erroneous data. This corresponds to us-
ing feedback from higher levels in the knowledge
pyramid; what data is expected based on the type
of event? Another important issue is how human
expertize can be combined with machine work, i.e.
how the machine data exploration can be done in
interaction with humans. One more important is-
sue is curiosity; an aware system must continuously
search for interesting things.

Information: The research questions we ex-
plore here are how to do (semi-)autonomous devia-
tion detection and autonomous clustering of events,
as well as the maintenance of such categorizations,
e.g. dealing with concept drift, seasonal variations,
application changes, and so on. Clustering is still
something of an art, see von Luxburg et al. (2012),
and certainly a challenge to do well in an unsuper-
vised manner and for general types of problems.
Iverson (2008) has suggested, and patented, one
general data driven solution intended for system
maintenance. Angelov (2013) suggests fuzzy clus-
tering as a method to design general purpose clus-
ter structures. But there is still lots of room for
improvement, or as von Luxburg et al (2012) put
it: “Depending on the use to which a clustering is
to be put, the same clustering can either be helpful

or useless”. It is also important to incorporate hu-
mans in the loop; can humans provide initial sug-
gestions for categories, can humans give feedback
on suggested categorizations, etc.?

Knowledge: The research questions we explore
here are how to associate events from different data
sources, including human generated data. An im-
portant part is also how this knowledge should be
represented. With reallife data, the information
provided will (inevitably) be connected with un-
certainty, and a question is how to handle the com-
bination of two information sources that both may
be uncertain. In this context it is important to also
consider how a human can be incorporated to build
this knowledge, in a semi-supervised way.

Understanding and prevision: We aim to be
able to predict the progress of observed events, and
explain why certain things have happened. How-
ever, we will be using hand-made ontologies (at
least initially), and not do research on the genera-
tion of ontologies.

Aware systems research is a systems science, i.e.
there are many parts to the system and the results
need to address several parts in the knowledge tri-
angle and tie them together. To enable this, we
aim to build demonstrators to showcase what this
means, with sets of tools for all levels (at least for
three levels). These tools will be parts in tool-
boxes for aware systems. One demonstrator will be
the intelligent home environment (the aware system
for ambient assisted living). Another one, funded
mainly by projects outside of the Knowledge Foun-
dation CAISR funds, will be the self-aware vehicle
fleet for increased uptime. A very likely demonstra-
tor is the mobile based decision support system for
persons diagnosed with a chronic condition. A pos-
sible one is the aware fork-lift truck in a warehouse.

4 CAISR research projects

In this section we summarize the aware systems
contributions made in CAISR during the first four
years and the proposed contributions during the
second half. Contributions have been made mostly
on the data level and the information level, and to
a very small part on the knowledge level. The data
level research has been on constructing robust and
general features (HMC2) and/or semi-supervised
feature construction (AIMS and SA3L). The infor-
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mation level research has been on using unsuper-
vised clustering to group observations (AIMS and
SA3L). The knowledge level research has through-
out been on using human supplied labels for the
clusters, or observations. The planned contribu-
tions during the second half are on the data, the
information, and the knowledge levels.

4.1 AIMS (Automatic inventory and map-
ping of goods)

A robot acquires semantics by linking its world
model with human knowledge. A challenge is
to find the appropriate level of abstraction be-
fore linking the human knowledge and the robot
world model. The scientific results include a semi-
supervised approach for semantic mapping, intro-
ducing human knowledge after unsupervised place
categorization, in combination with adaptive cell
decomposition of an occupancy grid map. The sys-
tem autonomously builds a high level spatial model
of the world by adopting generic features on the
data (occupancy map) and instantiates it, with-
out prior knowledge of the environment. Seman-
tic inference is done on the derived instantiates
and semantics are provided as labels accompanied
with their functionality and inter relations between
them. The proposed adaptive cell decomposition
method interprets occupancy maps to bring out
underlying spatial characteristics in the data (en-
vironment). The information is stored in two cor-
responding data structures in a format readily us-
able for humans and machines. Additional knowl-
edge is created by subsequent semantic labeling by
using human constructed templates. In addition,
we have presented a canonical geometric-semantic
model (adjustable according to different scenarios),
along with a method for generating and matching
these models into the latent structure of the map.
The result is a geometric-semantic map there se-
mantics (corridors, pallet rack cells) are encoded
into the model through the choice of landmarks
(pallet rack pillars).

4.2 HMC2 (Human Motion Classification
and Characterization)

The methods and algorithms developed for predic-
tion of physiological parameters of an athlete from
EMG data cover have on the data and information

level concerned segmentation/structuring of raw
signals so that we get robustness of segmentation
results in case of changing signal variability. The
system assesses signal variability on the informa-
tion level and makes necessary adjustments in the
data level to obtain adequate results of the struc-
turing. Accurate predictions of physiological pa-
rameters obtained from trainable models using the
extracted features allow assessing state/condition
of the athlete, providing short-term advice and
gaining knowledge for long-term evaluations and
future planning. The reference conditions are ob-
tained by separate measurements.

The methods and algorithms developed for esti-
mation of the fundamental parameters in human
locomotion make uses of existing knowledge about
human walk, known from research in physiology.
This makes the features robust and possible to
transfer from the laboratory settings into the real-
world. Robust estimation of the fundamental gait
events, assessed longitudinal over long time spans,
allow generation of new knowledge on e.g. how
variability in movement patterns is influenced with
successful medication, enabling feedback systems
for medication level control and evaluation of long
term effects in treatments.

4.3 SA3L (Situation Aware Ambient As-
sisted Living)

The SA3L project is concerned with developing
methods and tools for detection and interpretation
of potentially dangerous situations in the home of
elderly people. The situations are inherently diffi-
cult to specify and generalize due to the diversity of
homes, behaviors and the numerous ways of deviat-
ing. Thus, a system for detecting deviations based
on manually specified rules is difficult (impossible)
to build and maintain. We approach this problem
by learning the activity patterns in the home.

In the data layer, a new method for represent-
ing time-dependent patterns of binary sensor de-
ployed in-homes was proposed and used for mod-
elling human activity patterns. To address the
plasticity-stability problem were no prior assump-
tions made regarding the relevant sensors or the
spatio-temporal relations between sensors.

The project has contributed to the modelling of
human in-home activity patterns with an unsuper-
vised approach to compare, cluster and relate (in
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space and time) similar behaviors. Deviations from
such normal models are distinguished by indirect
if-then rules and thereby contributing to both the
information and knowledge layers of the knowledge
pyramid. The method has been shown to work both
for simulated and real data (in a demonstrator en-
vironment).A focus has also been on building up a
realistic smart home simulator, in cooperation with
Ulster University.

4.4 MoveApp

The goal of the MoveApp project was to de-
velop mobile and wearable systems to support self-
management of chronic conditions characterized by
motor symptoms. Research activities have focused
on the data level of the information pyramid. In
particular to find appropriate representations for
accelerometer data; representations that facilitate
power-efficient, on-line processing of the data on-
board the smart watch for long periods of time.
Data have been collected on subjects but the study
is not analyzed yet.

4.5 Situation aware safety systems (SAS2)

The goal is to develop a system that goes beyond
the requirements defined in the current safety stan-
dard for automated guided vehicles, and state-of-
the-art, by introducing additional functionalities
for safe detection of other objects and situations
listed, identifying objects and estimating the tra-
jectory of objects in the environment. Such a sys-
tem would be more situation-aware since actions of
moving agents could be foreseen and concerns can
be made based on objects’ identities (e.g. human
or other truck/AGV).

The main research question is how to detect, es-
timate the trajectory of, and identify objects (and
agents) in a warehouse environment, such that ac-
tions based on this information lead to safer and
more efficient (in terms of productivity) AGV op-
eration. The approach is to use a multi-layer map
where each layer is more adapted to the specific
purpose. We foresee at least three levels: seman-
tic map (used for reasoning), geometric map (the
layout of the environment used for e.g. planning)
and spatial-temporal map (used for reaction and
obstacle avoidance). A challenge is how interac-
tions between different layers is done and how feed-

back from higher levels can, for example, be used
to improve accuracy, consistency of different layers
in the map; how to detect the difference between
foreground (static and dynamic obstacles) or back-
ground model (static objects).

4.6 Long term multi-layer mapping

Mapping is a classical problem in robotics and is
currently well understood how to solve this prob-
lem in static environments. However, in the long-
term mapping problem it is not clear enough how
to deal with changes in the environment and how to
manage the scalability of the lifelong mapping pro-
cess. Arrange maps in different layers depending on
data, information and knowledge content (and/or
application, e.g. localization, monitor events) helps
in adding scalability. However, all these maps must
be maintained, i.e. updated to account for changes
in the environment. We can refer to this as lifelong
mapping, to enable lifelong situation awareness.

The scientific contribution are: a long-term
multiple-layer mapping system that accounts for
changes in the environment and scalability issues
to maintain global maps, acquired along a typical
industrial vehicle operation, i.e. approximately 20
km of total path length; a multi-layer map archi-
tecture with a useful connotation in the industrial
world; a mapping technique to model the dynamics
in the environment; a map maintenance strategy to
maintain compact but informative maps efficiently.

4.7 Intelligent environments supporting
ageing at home

This project is a continuation of the SA3L project,
and it aims at building models of human behavior
patterns that can be generalized over different en-
vironments and individuals. Future capabilities of
AAL involve reaction to an otherwise normal sensor
reading if it happens concurrently with something
else, preventing or alerting of unwanted events or
abnormal patterns without the need of constant
attention of an operator. Additionally, the user
should be able to interact or to “speak” to the sys-
tem, telling that s/he is aware of the situation (per-
haps thanks to the alert). Early detection of dis-
eases is another example of a promising application
by monitoring activity patterns of elder people who
wish to live in their own homes as long as possible,
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e.g. detecting a reduction in physical/sleeping ac-
tivity or a fall. Research questions here include
how to autonomously learn the habits of inhabi-
tants, and thus be aware of their activities/status,
and how to interact with the inhabitants.

In more detail in regard to the knowledge pyra-
mid, data representations will be required, e.g.,
to keep track of individuals who interact with the
robot. For the information layer, event recognition
will occur in a simplified manner after event detec-
tion: e.g., an interacting person will be identified
or marked as new if a face is detected, a touch such
as a hug will be recognized or marked as new if
a touch is detected. For the knowledge level, we
will manually find features and parameters which
could be useful from the literature, our own ideas,
and watching interactions (e.g., a person might talk
more if the interaction is proceeding well) as a start-
ing point; parameters will be adapted by the robot
during interactions based on evaluating success.

4.8 Knowledge discovery and data mining
life logging data for fertility

The main contributions of this study are related
to the data and information layer of the pyramid.
One important challenge in this application stems
from the fact that each individual is unique, pre-
senting individual cycles and individual hormonal
levels. Therefore, models based on an average rep-
resentation of the fertility cycle are not accurate
for the majority of individuals. The research fo-
cus is on developing models that capture domain
knowledge, such as information about ovary fertil-
ity cycles, but automatically adapt to each indi-
vidual, providing more accurate information. This
requires designing robust or adaptable features.

4.9 Knowledge creation from data streams
and service operations

We extend our collaboration with Toyota Material
Handling Europe, from autonomous vehicles into
the uptime and predictive maintenance of forklift
trucks. The planned research contributions relate
to all the stages in the knowledge pyramid. In the
data level we will continue our research concern-
ing automatically evaluating which signals that are
most interesting to monitor, and how to find ap-
propriate representations for various types of data.

In the information level of the pyramid we need
methods for grouping systems, automatically, into
clusters based on various aspects such as configura-
tion, usage or condition. The fleet of vehicles will
be heterogeneous, and we will need to investigate
new methods for describing operation (both the
commonalities and differences). It is a challenge to
find methods that can automatically, or with min-
imal support from human experts, decide on the
most interesting configurations to focus on. This is
additionally complicated by issues such as concept
drift, seasonal variations, application changes, and
so on, which all need to be automatically detected
and taken into account. In the knowledge level,
we will contribute with algorithms related to how
machines and humans can jointly create knowledge
from information.

The awareness requires analyzing different clues
when looking for faults, and in this project we
will develop an integrated framework for using sev-
eral approaches: identification of “normal” or “ex-
pected” behavior and detecting deviations from
that; finding out common patterns between issues
that have proven problematic in the past and look-
ing for new situations that are similar; character-
izing events and time points when the condition
changes for some reason. By building at all stages
of the knowledge pyramid we will also develop on-
line and incremental algorithms for decision sup-
port based on very little data for early detection of
issues. Those algorithms will be looking at streams
of data and processing information as soon as it
arrives, giving initial warnings as soon as possible
and then refining those decisions as more informa-
tion becomes available.

4.10 Image analysis

There is a substantial research activity in CAISR
directed at image analysis, mostly with a focus on
the data and information levels. The most promi-
nent research contribution regards the design of ro-
bust, general, translation, rotation and scale invari-
ant features for images.

Knowing where humans are (presence) or who
they are (identity) can be fundamental in aware in-
telligent systems not only for individual events (e.g.
“person A is here”), but for the construction and
understanding of bigger pictures in critical situa-
tions, for example “who is where”, “is the right per-
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son in the right place (and not wounded)?”, or “is
a (maybe harmful) person where should not be?”
Analysis of human activity over a certain period
(something which involves continuous detection) is
also necessary to provide information about what a
person is doing, either over a short period (activity
event) or a longer period (activity pattern).

Image analysis-based environmental monitoring,
e.g. studies of long-term changes in aquatic ecosys-
tems, assessment of water quality parameters, is an-
other application area of aware intelligent systems
addressed in our research. Semi-supervised train-
ing applied to build a model for machine-learned
ranking allows assessing automatically the quality
of intermediate results produced by the system it-
self and greatly reduces the risk of propagating in-
termediate errors into next processing steps.

4.11 Healthcare technology

Laryngology is a healthcare area with great poten-
tial for application of aware intelligent systems.Our
research here touches on all four levels of the knowl-
edge pyramid. A number of representations of vary-
ing granularity and complexity are created from
raw voice data and then used for adaptive mod-
elling, which enables having a data point spe-
cific model for each data point to be processed.
Knowledge extracted from voice data is enriched
with knowledge gathered in a set of association
rules elicited from subjective self-evaluations/self-
assessments using affinity analysis. The set of very
simple rules together with self-organized 2D maps
extracted for voice data-based models help clini-
cians gaining comprehensible insights (understand-
ing) concerning specific cases as well as trends and
important associations.

4.12 Self monitoring systems

Together with Volvo Technology we have been pur-
suing ideas on self-monitoring for several years now,
focusing on the area of uptime and predictive main-
tenance. Due to the distributed nature of the ve-
hicle fleet and communication limitations, we have
developed methods for modelling the data and au-
tomatically finding the most interesting signals to
focus on. A city bus is a very complex system and
automatically building information about its oper-
ation, from the data, is beyond current state-of-the-

art. We have published new algorithms for analyz-
ing behavior of the fleet of vehicles and detecting
anomalous individuals. Based on outliers detected
this way, in combination with historical repair in-
formation, we have created knowledge about the
state of health of a given vehicle, as well as whether
and when it requires a workshop visit.

We have also looked at combining more sources of
data. This brings its own issues related to, among
other things, awareness of the reliability of each
source and ways to resolve inconsistencies between
them.

In addition, we have started the BIDAF project,
in collaboration with SICS (project coordinator)
and University of Skovde, about realizing the
promise of advanced, near real-time analytics on
uncertain data with high volume and velocity
through machine learning techniques. Key chal-
lenges include development of a computational
platform; machine learning algorithms suitable for
handling massive data; analytics methodology for
automatic creation of information, knowledge and
understanding.

4.13 Robotics

The AIR project (Action and Intention Recognition
in Human Interaction with Autonomous Systems)
is a project in cooperation with Skovde University
(project leader), Orebro University, and the Vikto-
ria Institute. The CAISR contributions in the AIR
project explore the use of novel forms of data (e.g.
using breath sensors to allow a robot to detect a
person’s location without using possibly intrusive
sensors capable of identifying individuals), as well
as deriving rules to generate typical classes of be-
havior (such as playful motions) and predicting how
a person will perceive such behavior over time to
achieve good interactions. For the latter, knowl-
edge creation will involve deriving an initial model
from expert knowledge refined by data from real in-
teractions (hand-coding by humans) and adapting
the model autonomously to accommodate individ-
ual preferences by the robot.

References

[1] Hintikka, J., “Impossible Possible Worlds Vindi-
cated”, Journal of Philosophical Logic, 4, pp. 475-
484 (1975).

45



[2] Fagin, R. and Halpern, J.Y., “Belief, Awareness,
and Limited Reasoning”, Artificial Intelligence, 34,
pp. 39-76 (1988).

[3] Modica, S. and Rustichini, A., “Awareness and
Partitional Information Structures”, Theory and
Decision, 37, pp. 107-124 (1994).

[4] Devanur, N., and Fortnow, L, “A computa-
tional theory of awareness and decision making”.
In Proceedings of the 12th Conference on Theo-
retical Aspects of Rationality and Knowledge, pp
99-107 (2009)

[5] Endsley, M.R., “Toward a Theory of Situation
Awareness in Dynamic Systems”, Human Factors,
37, pp. 32-64 (1995).

[6] Gutwin, C., and Greenberg, S., “A Descrip-
tive Framework of Workspace Awareness for Real-
Time Groupware”, Computer Supported Coopera-
tive Work, 11, pp. 411-446 (2002).

[7] Zhao, Q, Hsieh, C-H, Naruse, K, and She, Z.,
“Awareness Science and Engineering” (editorial),
Applied Computational Intelligence and Soft Com-
puting, 2012 (2012).

[8] Zhao, Q., “Computational Awareness: Another
Way towards Intelligence”, Computational Intelli-
gence (Eds. Madani et al.), Book Series Studies in
Computational Intelligence, 465, pp. 3-14 (2013).

[9] Ackoff, R.L., “From data to wisdom”, Journal
of Applied Systems Analysis, 16, pp. 3-9 (1989).

[10] Degani, A., Jorgensen, C, Iverson, D., Shafto,
M. and Olson, L., “On Organization of Informa-
tion: Approach and Early Work”, Technical Report
NASA/TM2009215368, NASA AMES (2009)

[11] Rowley, J., “The wisdom hierarchy: represen-
tations of the DIKW hierarchy”, 33, pp. 163-180
(2007).

[12] Curtis, G., and Cobham, D., Business Informa-
tion Systems: Analysis, Design and Practice, FT
Prentice Hall, Harlow (2005).

[13] Horeis, T., and Sick, B., “Collaborative Knowl-
edge Discovery & Data Mining: From Knowledge
to Experience”, IEEE Symposium on Computa-
tional Intelligence and Data Mining 2007 (CIDM
2007), pp. 421-428 (2007)

[14] Zhou, L., “Ontology learning: state of the art
and open issues”, Information Technology Manage-
ment, 8, pp. 241-252 (2007).

[15] Barforush, A.A., and Rahnama, A., “Ontology
learning: revisited”, Journal of Web Engineering,
11, pp. 269-289 (2012).

[16] Kanter, M. J., and Veeramachaneni, K., “Deep
Feature Synthesis: Towards Automating Data Sci-
ence Endeavors”, International Conference on Data
Science and Advanced Analytics (DSAA), pp, 1-10
(2015)
[17] Fogelman-Souli, F., and Marcad, E., “Indus-
trial Mining of Massive Data Sets”, Mining Mas-
sive Data Sets for Security, (NATO ASI Workshop),
IOS Press, pp. 44-61 (2008).
[18] Khosla, V., “20-percent doctor included: Spec-
ulations and musings of a technology optimist”
(2014)
[19] Reddering, K., and Scholten, L., “Understand-
ing Human Cultures”, Chapter 1.2 in The New
Everyday: Views on Ambient Intelligence (Eds.
Aarts, E., and Marzano, S.), 010 Publishers, Rot-
terdam (2003)
[20] Cheng, W., Kasneci, G., Graepel, T., Stern, D.,
and Herbrich, R., “Automated feature generation
from structured knowledge”, Proceedings of the
20th ACM Conference on Information and Knowl-
edge Management, ACM, pp. 1395-1404 (2011).
[21] Paulheim, H., and Frnkranz, J., “Unsupervised
generation of data mining features from linked open
data”, Proceedings of the 2nd International Con-
ference on Web Intelligence, Mining and Semantics
(WIMS12), ACM, pp. 31:131:12 (2012).
[22] Bengio, Y., Courville, A., and Vincent, P.,
“Representation Learning: A Review and New Per-
spectives”, IEEE Transactions on Pattern Analy-
sis and Machine Intelligence (special issue Learning
Deep Architectures), 35, pp. 1798-1828 (2013).
[23] Bigun, J., Vision with direction, Springer
Berlin (2006).
[24] Zhang, Y., Zhang, L., Nie, G. and Shi, Y.,
“A Survey of Interestingness Measures for Associa-
tion Rules”, 2009 International Conference on Busi-
ness Intelligence and Financial Engineering, IEEE
(2009).
[25] von Luxburg, U., Williamson, R. C. and
Guyon, I., “Clustering: Science or Art?”, Journal
of Machine Learning Research (JMLR): Workshop
and Conference Proceedings, 27, pp. 65-79 (2012)
[26] Iverson, D. L., “Inductive monitoring sys-
tem constructed from nominal system data and
its use in realtime system monitoring”, Patent US
7,383,238 B1 (2008).
[27] Angelov, P., Autonomous Learning Systems,
John Wiley & Sons (2013).

46




