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Abstract
We discuss the current status when it comes to real-time ray tracing of games as a full-scale alternative to renderers based on rasterization. Modern games include massive geometry, beautiful graphics, and advanced rendering effects, and still, they run with a high and steady frame rate at high resolutions. We argue that to make ray tracing a viable option, significant further development is required in terms of improved algorithms and software libraries, as well as hardware innovations that will greatly benefit the average gamer’s hardware equipment.

1. Introduction
Ever since our PCs began to house parallel features such as instructions pipelining, superscalar execution, SIMD units, and multi-core CPUs, game developers and other programmers have nurtured the idea of having real-time ray tracing at their disposal. Ray tracing is often referred to as being embarrassingly parallel, since each pixel can be generated independently and in parallel with the others by firing independent rays that travels through acceleration data structures, which are either pre-built or reconstructed on the fly. There are ample of opportunities for data-parallel computations that can be distributed over a large number of cores, both during ray traversals and shading calculations.

During the last decade, researchers have tried to realize real-time ray tracing for the masses. Outspoken claims of real-time performance have not been rare (see e.g. [FGD+06, Bik07] and the references therein). It has turned out, though, that despite impressive algorithmic innovations and a substantial improvement of hardware performance, these solutions deliver real-time rates only when applied in certain contexts, such as using low resolutions, simplified lighting models, friendly scene compositions, or high-end hardware.

When will ray tracing become a full-scale alternative to rasterization in game rendering? What kind of hardware is required? What software libraries can make a real difference? These are difficult questions. The fact that rasterization is the predominant rendering technique in commercial games preserves status quo. Games have driven the GPU market to unprecedented levels during the last 20 years. The introduction of programmable shader stages in the graphics pipeline in 2001 is the single most important step that has kept rasterization at the forefront of game development. Established and standardized APIs that undergo timely and profound modernization further reinforce rasterization as game developer’s first choice.

Indeed, the modern GPU is excellent at data-parallel processing of both triangles and pixels, which makes rasterization blazingly fast. With resolution and frame rate standards such as $1920 \times 1080$ and 60 fps, it is very challenging to keep up with rasterization for any fundamentally different strategy. Modern rasterizers also use lighting models that incorporate anti-aliasing, shadows, reflections, ambient occlusion, etc. A Whitted-style ray tracer would simply not be enough. As more advanced global illumination effects are supported by game engines, sometimes by using hybrid techniques that include ray tracing ingredients, a competing real-time ray tracer must probably support some type of distribution ray tracing, path tracing, or photon mapping. The extreme workloads this put onto the hardware are well-known in off-line renderers used to produce animated movies.

There are some lights on the horizon, though. First of all, ray tracing naturally supports visibility queries to generate realistic secondary lighting effects: shadows, reflections, and refractions. By hierarchical index methods, the expected time complexity for ray shooting $n$ primitives is $O(\log n)$ for fixed resolution. Furthermore, it is convenient to support a mix of different types of modelling primitives, and advanced effects can be added adaptively by shooting more rays. Rasterization techniques, on the other hand, give cruder approximations of such effects and usually require more parameter tuning to avoid rendering artefacts.

Another noteworthy aspect is that major hardware companies show a lot of interest in ray tracing by developing libraries, e.g., OptiX by Nivida [PBD+10], Embree by In-
tions from multiple light sources, as well as anti-aliasing and high-quality images, we need accurate shadows and reflections and a wish for more accurate global illumination techniques. Without doubt, full-scale real-time ray tracing will be a main challenge for many years to come. In fact, the performance requirement specified above are relatively modest in the sense that it is easy to imagine even higher image resolution and a target frame rate of 60 fps. Furthermore, assume the computing resources are occupied by other computations concerning game physics, collision detection, artificial intelligence, etc., half of the time. This leaves about 8 ms for rendering each image. Under these circumstances, we need a ray tracing budget of around 25 billion rays/s. If we compare this with the performance reached here, or with the rendering speeds reported elsewhere [WWB*14, PBD*10], there is a substantial difference.

The road ahead requires improved algorithms and more efficient parallel hardware. Algorithmic improvements need to focus on more efficient data structures for handling general scenes with dynamic features and faster ways to reproduce global illumination effects. On the hardware side, strong cooperating heterogeneous chips are needed as well as highly optimized kernel libraries that fully utilize the architectures, e.g., by online learning and autotuning for increased efficiency. In addition, the solutions have to be applicable on affordable hardware for the average gamer.

For 50 years, we have been able to rely on Moore’s law for doubled transistor density leading to an exponential rate of performance improvement. It has been described as a “miraculous development”, but the rate of progress has started to decelerate as the transistor size is reaching closer to its physical limit. This may seem like a threat against the high performance we are eagerly seeking, but it may in fact be the opposite; it may trigger innovation and lead to even better hardware designs. Interestingly, Imagin-ation Technologies recently demonstrated that dedicated low-power ray tracing hardware can deliver 300 million rays/s.

Even so, there is still a big performance gap to overcome before ray traced games can take over. In fact, the performance requirement specified above are relatively modest in the sense that it is easy to imagine even higher image resolutions and a wish for more accurate global illumination techniques. Without doubt, full-scale real-time ray tracing will be a main challenge for many years to come.
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