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ABSTRACT

In certain applications, the use of a direct flow meter to measure flow rates could be very expensive due to size, and may give inaccurate results due to adverse operating conditions. One alternative is to use an open channel flow measurement technique. The use of a hydraulic structure such as Venturi flume with one point level measurement is robust enough to estimate the flow rate. However, flow rates estimated by using the flow-depth relationship established in the channel are only accurate in steady state conditions. For conditions where the free surface flow is influenced by waves such as flows in oil platform, river flow in hydropower, fluidized powder transport, etc., steady state free surface level is barely reached within the required control time. This study presents a smart system for continuous measurement of fluid flow rate in a Venturi channel, which is required for control purposes. The method developed and presented here is based on merging the level measurements with the one-dimensional Saint Venant equation through a Kalman filter to provide real-time estimation of flow rate for both Newtonian and non-Newtonian fluids.
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NOMENCLATURE

\begin{align*}
A & \quad \text{Cross sectional area [m}^2\text{]} \\
\bar{A} & \quad \text{Average cross sectional area [m}^2\text{]} \\
f & \quad \text{Coefficient} \\
b & \quad \text{Channel width [m]} \\
C & \quad \text{Observation matrix} \\
E & \quad \text{Innovation covariance matrix} \\
e & \quad \text{Error} \\
Fr & \quad \text{Froude number} \\
g & \quad \text{Gravitational acceleration [m/s}^2\text{]} \\
h & \quad \text{Free surface level [m]} \\
K & \quad \text{Flow behaviour index [Pa.s}^n\text{]} \\
K & \quad \text{Kalman gain} \\
N & \quad \text{Spatial grid size} \\
N_r & \quad \text{Ensemble size} \\
n & \quad \text{Fluid consistency index} \\
P_{\text{wet}} & \quad \text{Wetted perimeter [m]} \\
Q & \quad \text{Flow rate [m}^3\text{s}^{-1}\text{]} \\
R_h & \quad \text{Hydraulic radius [m]} \\
S & \quad \text{Slope} \\
u & \quad \text{Model input} \\
V & \quad \text{Average velocity [m/s]} \\
V & \quad \text{Measurement noise covariance matrix} \\
v & \quad \text{Measurement noise vector} \\
w & \quad \text{Process noise vector} \\
W & \quad \text{Process noise covariance matrix} \\
X & \quad \text{Estimated state covariance matrix} \\
\dot{x} & \quad \text{Distance} \\
x & \quad \text{State vector} \\
\hat{x} & \quad \text{Estimated state vector} \\
\bar{x} & \quad \text{Mean value} \\
y & \quad \text{Measurement signal vector} \\
\hat{y} & \quad \text{Estimated measurement signal vector} \\
Z & \quad \text{Cross covariance matrix} \\
\beta & \quad \text{Momentum correction coefficient} \\
\Sigma & \quad \text{Error matrix} \\
\rho & \quad \text{Density [kg/m}^3\text{]} \\
\theta & \quad \text{Inclination of the channel bottom [degree]} \\
\hat{\theta} & \quad \text{Model parameter vector} \\
\hat{\theta} & \quad \text{Estimated model parameter} \\
\tau_y & \quad \text{Yield shear stress [Pa]}
\end{align*}

**Subscripts**

\begin{align*}
x & \quad \text{State} \\
0 & \quad \text{Bottom origin; initial condition} \\
c & \quad \text{Critical}
\end{align*}

**Superscripts**

\begin{align*}
i & \quad \text{Index in space} \\
in & \quad \text{Inlet} \\
out & \quad \text{Outlet} \\
\theta & \quad \text{Parameter} \\
0 & \quad \text{Initial condition} \\
a & \quad \text{Assimilated} \\
f & \quad \text{Forecast} \\
j & \quad \text{Index in size} \\
k & \quad \text{Index in time} \\
T & \quad \text{Transpose}
\end{align*}

INTRODUCTION

Fluid flow in an open channel has wide industrial applicability. It is used in transportation of slurries, water supply for irrigation and river flow [1]. Due to severe operating conditions, use of common flow meters may be considered very expensive or unsafe to measure the flow rate of slurries (non-Newtonian fluids). One common and simple method is to use an open channel hydraulic structure such as a “weir” (Notch) or a “control flume” which introduces a restriction in the flow direction that results in flow variations (that is, changes in approach velocity and level) along the channel [2]. Flumes are commonly used in the industry. The flow-depth relationship established in control flumes is only applicable in steady state [3]. For conditions such as flows in oil platform, river flow in hydropower, fluidized powder transport, etc., where the free surface flow is influenced by waves, a steady state free surface level is barely reached within the required control time. In this situation, estimating any flow rate in the channel will require a real-time estimation technique.

A real-time estimation technique requires knowledge about a model which accurately describes the system, and that the system must be observable. For an observable system, it follows
that from an output of the system the behavior of the entire system can be determined. For simplicity, one-dimensional Saint Venant equation is commonly used to model an open channel flow [4]. Several techniques have been used to incorporate a measurement from the physical system into the Saint Venant equation for state estimation in an open channel flow. Most of these methods are based on Kalman filter algorithms applied to linear models [5, 6, 7]. The use of the standard Kalman filter will require linearizing the Saint Venant model, and this may mean not capturing some important detail of the system, especially when there is rapid variation of the system boundary conditions [7]. In [8], the Extended Kalman filter was applied to estimate uncertain parameters in two-dimensional shallow water models. The Extended Kalman filter (EKF) involves computation of the Jacobian at every time step which increases the computation burden [9]. The Ensemble Kalman filter (EnKF) is an alternative to the Extended Kalman filter, and is based on Monte Carlo simulation of the nonlinear system [9]. The Ensemble Kalman filter was originally developed for data assimilations in weather prediction and other areas involving large use of data [10]. In [9], the author used EnKF to incorporate Lagrangian measurements into a two-dimensional shallow water model with poorly known boundary conditions.

The main purpose of this study is to investigate a smart system for continuous measurement of fluid flow rate in an open channel. In the present work, we apply the Ensemble Kalman filter scheme to estimate the real-time flow rate of fluid in a Venturi channel. The main idea about the use of EnKF is to ensure that the nonlinear unsteady state system is used directly without any form of linearization. Since it is numerical tricky to solve the Saint Venant equation, we consider a scheme based on the finite volume method with staggered grid for obtaining solutions of the unsteady state model in this work. With the staggered grid arrangement, the varying slope of the liquid surface is captured [11]. As the numerical scheme is only suitable for subcritical flow conditions, we consider using a Venturi channel to make the method presented here applicable to supercritical upstream flow condition as well. With this, the method can be applied to non-Newtonian fluid flow where the upstream flow conditions are often supercritical.

In the following sections, the mathematical models describing the system are presented. The algorithm for state estimation of the flow is described. Different results from the algorithm are presented and discussed.

**MATHEMATICAL MODEL**

The unsteady state flow of fluid in an open channel can be described by the one-dimensional Saint Venant equations [4]:

\[
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} = 0 \tag{1}
\]

\[
\frac{\partial Q}{\partial t} + \frac{\partial (g A \beta \theta)}{\partial x} = g A \sin \theta - g A \cos \theta \frac{\partial h}{\partial x} - gAS_f \tag{2}
\]

Eq. (1) and (2) are based on mass conservation and momentum conservation principles respectively; \(Q\) is the volume flow rate, and \(A\) and \(h\) are the flow cross sectional area and the free surface level respectively. \(\theta\) is the angle of inclination of the channel, and \(g\) is the acceleration due to gravity. \(\beta\) is the momentum correction coefficient with a value between 1.03 and 1.07. \(S_f\) is the frictional slope, and is given by [12,13]:

\[
S_f = \frac{n_m V}{R_h^{3/2}} \tag{3}
\]

where \(V = Q/A\) is the average flow velocity, \(n_m\) is Manning’s roughness coefficient and
\[ R_h = \frac{A}{\rho R_h} \] is the hydraulic radius at each cross section. In a non-Newtonian fluid flow, the internal frictional shearing stresses dominate; the frictional slope \( S_f \) is then given by [12]:

\[ S_f = \frac{\tau_y}{ho g R_h} \left[ 1 + \left( \frac{(\varepsilon+1)(\varepsilon+2)|V|}{(0.74+0.656\varepsilon)(\frac{\tau_y}{\rho g R_h})^{0.12}} \right) \right] \]  

where \( \varepsilon = \frac{1}{n} \), \( \rho, \tau_y, K \) and \( n \) are the fluid properties denoting the density, yield shear stress, fluid behaviour index and fluid constituency index respectively.

### Steady state scheme-ODE form

Considering a rectangular channel: \( A = bh \) where \( b(x) \) is the width at a given section of the flow, the steady state solution is obtained by solving the following set of ODE’s:

\[
\frac{dV}{dx} = -\frac{V}{A} \frac{dA}{dx} 
\]  

\[
\frac{dA}{dx} = b \frac{dh}{dx} + ch 
\]  

\[
\frac{dh}{dx} = \frac{gA S \cos \theta - \beta BV^2}{gA \cos \theta - \beta BV^2} 
\]  

where \( c = \frac{db}{dx} \) and \( S = \sin \theta - S_f \). From eq. (7), the critical flow occurs when:

\[
gA \cos \theta - \beta BV^2 = 0
\]  

The depth of the flow which satisfies eq. (8) is the critical depth. The open channel flow is generally characterized by the Froude number, \( Fr = \frac{V}{\sqrt{(gh)}} \) [14]. When \( Fr < 1 \), the flow is subcritical and when \( Fr > 1 \), the flow is supersonic. The condition is near critical when \( Fr \approx 1 \).

### Unsteady state scheme

Figure 1 shows the grid arrangement. The node of control volume for momentum conservation is indicated by the line \( P \) where the velocity is stored. The boundaries of the velocity control volume indicated by the lines \( w \) and \( e \) correspond to the nodes of the control volumes for mass conservation, where the depths of the liquid surface are stored. The grid is uniform with spatial spacing, \( \Delta x \). In eq. (2), the spatial integration of the free surface depth gradient is approximated by the central differencing method, and the flux term is approximated by first order upwind [11], and this leads to:

#### Scheme for volume conservation

\[
\frac{dA_i}{dt} = -\frac{Q_{i+1/2} - Q_{i-1/2}}{\Delta x} 
\]  

#### Scheme for momentum conservation

\[
\frac{dQ_{i+1/2}}{dt} = -\beta \frac{(QV)_{i+1} - (QV)_i}{\Delta x} - g \frac{\tilde{A}_{i+1/2} \cos \theta}{\Delta x} \frac{h_{i+1} - h_i}{\Delta x} + g \tilde{A}_{i+1/2} \frac{c_i}{\Delta x} 
\]  

The boundary discharge, \( Q_i \) of each cell can be computed as the average value of the neighboring nodes values. The areas at the nodes \( \tilde{A}_{i+1/2} \) can be computed with the average depth measured at the boundaries [15].

\[
Q_i = \frac{Q_{i+1/2} + Q_{i-1/2}}{2} 
\]

\[
\tilde{A}_{i+1/2} = f \left( \frac{h_{i+1} + h_i}{2} \right) 
\]  

### Figure 1: Staggered grid arrangement for \( V \) and \( h \) control volumes.

Considering only the positive flows, the depths at the boundaries of the mass conservation control...
volume and the value of flux, \((QV)_i\) from the momentum equation can be estimated by the following upwind conditions [15, 16]:

\[
h_{i+1/2} = h_i \\
(QV)_i = \frac{Q_{i+1/2} + Q_{i-1/2}}{2} V_{i-1/2} \tag{14}
\]

The stability of the scheme described by eq. (9) through eq. (14) depends on the ODE solver for its implementation. The accuracy is only of first order since the scheme is based on first order upwind conditions.

**Boundary conditions**

As shown in figure 2, the inlet flow rate \(Q_{in}\) is stored at the domain boundary located at \(i = 1/2\), and the inlet depth \(h_{in}\) is stored at \(i = 0\). The outlet values, \(Q_{out}\) and \(h_{out}\), are also located accordingly as given in the figure. The values of \(h\) at the physical boundaries are obtained by the upwind method, that is \(h_{1/2} = h_{in}, h_{N+1/2} = h_{out}\) [11]. With \(Fr < 1\), both boundaries must be specified \((Q_{in} and Q_{out} or h_{in} and h_{out})\).

![Figure 2: Position of h and Q cells at the domain boundaries.](image)

The solution is based on the so-called backwater curve, implying that the scheme is solved backwards along the domain.

**REAL-TIME ESTIMATION ALGORITHM**

The algorithm we present here is based on the Ensemble Kalman filter (EnKF) which is based on Monte Carlo simulation of the nonlinear system.

**State estimation**

Consider a discrete time nonlinear dynamic system given by

\[
x_{k+1} = f(x_k, u_k, w_k) \tag{15} \\
y_k = g(x_k, u_k, v_k) \tag{16}
\]

where \(x_k\) and \(u_k\) are the state and deterministic input respectively, at time step \(k\), and \(y_k\) is the measurement sensor signal at time step \(k\), assumed to be related to system states. \(w_k \sim N(\bar{w}_k, W_k)\) and \(v_k \sim N(\bar{v}_k, V_k)\) are stochastic white noise disturbances in the process and in the measurement respectively at time step \(k\). Both \(w_k\) and \(v_k\) are assumed normally distributed with respective mean \(\bar{w}_k\) and \(\bar{v}_k\), and covariance \(W_k\) and \(V_k\). The objective is to obtain the estimate, \(\hat{x}_k\), of the real state \(x_k\) using signal from the level measurement, \(y_k\), so that the covariance \(\mathbb{E}[(e_k)(e_k)^T]\) of the estimate is minimized, where \(e_k = \hat{x}_k - x_k\), and superscript \(T\) implies transposition.

Given the initial condition of the state \(x_0 \sim N(\bar{x}_0, X_0)\), in which \(\bar{x}_0\) is the mean value and \(X_0\) is the covariance; assuming there are \(N_r\) realizations (ensembles) of \(x_0\) drawn at random such that \(x_0^j \sim N(\bar{x}_0, X_0)\) with \(j = 1, 2, 3, ..., N_r\), the forecast of the state estimate and measurement signal for each ensemble point are given by [10]:

\[
x_{k}^{fj} = f(x_{k-1}^{aj}, u_k, w_k^j) \tag{17} \\
y_{k}^{fj} = g(x_{k}^{fj}, u_k, v_k^j) \tag{18}
\]

When the forecasted state estimate, \(x_{k}^{fj}\) for each ensemble point is updated, it gives the analyzed state estimate, \(x_{k}^{aj}\):

\[
x_{k}^{aj} = x_{k}^{fj} + K_{kk}(y_k + v_k^j - y_k^{fj}) \tag{19}
\]
where \( v_k^j \) is a random variable drawn from a normal distribution of data with zero mean and covariance, \( V_k \). \( K_k \) is the Kalman gain at time step \( k \), given by:

\[
K_{kk} = Z_{kk} E_k^{-1}
\]

(20)

\( Z_k \) and \( E_k \) are the cross and innovation covariance matrices respectively given by:

\[
Z_{kk} = \frac{1}{N_r} \sum_{j=1}^{N_r} (x_k^j - \hat{x}_k^j)(y_k^f - \hat{y}_k^f)^T
\]

(21)

\[
E_k = \frac{1}{N_r} \sum_{j=1}^{N_r} (y_k^f - \hat{y}_k^f)(y_k^f - \hat{y}_k^f)^T
\]

(22)

where \( \hat{x}_k^j = \frac{1}{N_r} \sum_{j=1}^{N_r} x_k^j \) and \( \hat{y}_k^f = \frac{1}{N_r} \sum_{j=1}^{N_r} y_k^f \).

The best possible estimate given by this algorithm is the ensemble mean \( \hat{x}_k \) of the analysed state estimate, with covariance \( X_k \) which measures the uncertainty in the estimated state, \( \hat{x}_k \):

\[
\hat{x}_k = \frac{1}{N_r} \sum_{j=1}^{N_r} x_k^j
\]

(23)

\[
X_k = \frac{1}{N_r} \sum_{j=1}^{N_r} (x_k^j - \hat{x}_k)(x_k^j - \hat{x}_k)^T
\]

(24)

Because the ensemble spread may be too small to draw the model states to the observations [17], a coefficient \( f_k \) having value within \( 0 < f_k < 1 \) is introduced to minimize the forecast error variance.

\[
K_{kk} = f_k Z_{kk} E_k^{-1}
\]

(25)

**Performance of the estimation**

The performance of the algorithm over the computation domain (cells \( 1, 2, 3, \ldots, N \) ) is analyzed based on the relative error given by:

\[
e_{rk} = \sqrt{\frac{\sum_{i=1}^{N_r} (x_{ik} - \hat{x}_{ik})^2}{\sum_{i=1}^{N_r} (x_{ik} - \hat{x}_{ik})^2}}
\]

(26)

where \( x_{ik} \) and \( \hat{x}_{ik} \) are the true state and estimated state respectively at cell \( i \) and time step \( k \).

**Parameter estimation**

Effective application of the EnKF algorithm assumes that the system model is perfect. It implies that the algorithm does not account for any deficiency such as model parameter uncertainty. In real-time state estimation, the model time invariant parameters need to be estimated and then augmented into the state vector. As given in [18], the parameter estimation algorithm has the same structure as that of the state.

Let \( \theta \) be any parameter of the model, and let \( \theta_0 \) be the measured parameter. Supposing there are \( N_r \) realization of \( \theta_0 \) such that \( \theta_0^j \sim N(\bar{\theta}_0, P_0) \) with \( j = 1, 2, 3, \ldots, N_r \), and \( \bar{\theta}_0 \) and \( P_0 \) the mean and covariance of the distribution respectively, the propagation of the parameter in time is given below.

Forecast: \( \theta_k^f = \theta_{k-1}^f \)

(27)

Corrected: \( \hat{\theta}_k^f = \theta_k^f + K_{\theta k} (y_k + v_k^f - \hat{y}_k^f) \)

(28)

where

\[
K_{\theta k} = \alpha_{\theta} Z_{\theta k} E_k^{-1}
\]

(29)

\[
Z_{\theta k} = \frac{1}{N_r} \sum_{j=1}^{N_r} (\theta_k^f - \hat{\theta}_k^f)(y_k^f - \hat{y}_k^f)^T
\]

(30)

and \( \hat{\theta}_k^f = \frac{1}{N_r} \sum_{j=1}^{N_r} \theta_k^f \). The ensemble mean of the corrected forecast parameter gives the best possible estimate of the parameter.

\[
\hat{\theta}_k = \frac{1}{N_r} \sum_{j=1}^{N_r} \theta_k^f
\]

(31)
The coefficient $\alpha_\theta > 0$ is used to correct the small spread of the ensemble so that the variance between the estimated parameter and the true value is minimized.

RESULTS AND DISCUSSION

The model described by eq. (5), (6) and (7) was used to simulate a fluid flow in a Venturi channel to ascertain the flow conditions. The results obtained by applying the real-time estimation algorithm described in this paper are presented here. All the simulations were done in MATLAB with ode23 for the steady state and ode15s for the unsteady state scheme.

Venturi channel and the Real system

The Venturi channel used in this work is taken from [19]. In this paper, we modified the channel throat width from 0.2m to 0.06m so as to ensure that the supercritical upstream flow jumps to subcritical flow level and then passes through the critical depth at the throat while accelerating towards the channel end.

The “real system” was obtained by simulating the model detailed under the unsteady state scheme section with arbitrary initial conditions. The measurement signal was related to the flow depth taken at the middle of the computation domain with number of cells $N = 50$. The sampling interval for the measurement is 0.25 second. The properties of the real system are given below [20]: Fluid properties: $\rho = 1034kg/m^3$, $K = 0.006Pa.s^n$, $\tau_y = 12.698Pa$, $n = 1.00$

Channel width: $b = 0.06m$

Channel slope: $\theta = 5\degree$

Boundary flow rate: $Q = 21.017l/s$

The process noise, $W$ and measurement noise, $V$ covariance are each set to $1x10^{-8}$. The fitted covariance for the estimated states are $5x10^{-7}$ for the level and $3x10^{-7}$ for the flow rate. The covariance for the measurement noise in the estimated states was fitted to $1.5x10^{-4}$.

Steady state flow profile

Figure 3 shows the flow profile of the non-Newtonian fluid (bentonite-based) simulated in the Venturi channel. The upper plot gives the variation of the fluid level, and the lower plot the profile of Froude number associated with the flow along the channel. The figure shows that hydraulic jump occurs at the contraction, transiting the flow from supercritical upstream condition to subcritical condition. It can also be seen that the flow passes through a critical depth in the throat where $Fr = 1$. The result shows that measurement of the fluid states ($h$ or $Q$) can be taken at the throat where $Fr < 1$, and the unsteady state scheme described in this paper can be applied only within the throat section since the numerical scheme only considers subcritical flow conditions.
State estimation

Both the estimated states and model parameter are compared with those of the real system. In all cases, the simulation was carried out for 85 time steps. We also assumed that the boundary conditions of the system are known and fixed.

Ensemble size

Figure 4 shows variation of the mean square error (MSE) of the estimated states at the middle cell (26th cell) over 85 time steps against the ensemble size, $N_{r}$ with $f_x = 1.0$ (upper plot), and the MSE against the spread coefficient (gain factor), $f_x$ with $N_r = 60$ (lower plot). The result shows that MSE of both flow rate and level decrease as the $N_r$ increases. When $N_r > 50$, it shows that there is no much significant different in the error. With $N_r = 60$, the result shows that MSE of the flow level is minimum at $f_x \approx 0.75$. The MSE of flow rate slightly decreases with decreasing $f_x$.

In the subsequent results shown in this section, we use the values $N_{r} = 60$ and $f_x = 0.75$ in the simulations.

Perturbed system with correct model parameters

Figure 5 compares the estimated states with the true states of the system when there is no uncertainty in the model parameters. The upper plots are the flow profiles over the computation domain simulated after 20 seconds ($k = 81$), and the results show that estimation of both the flow rate and the fluid level are good within a tolerable limit. Figure 6 shows the time evolution of the relative error of the estimates for both level (upper plot) and flow rate (lower plot). In both plots, the errors rapidly drop after 2 time steps from the initial value to a value relatively constant over time. It can be seen that the average relative error is about 1.0% for the level and 0.7% for the flow rate. The relative error measures the spread of the estimated states around the real state over all the cells in the domain, and the time evolution shows that the error is approximately the same as the time elapses.

System with uncertain model parameters

The results of using uncertain model parameters are presented here. The results compare the estimated states with the true state when the channel width used in the model is 0.059m as against 0.06m used in the real system. Figure 7 (a) shows that the estimated flow level is very poor when the model parameter estimation algorithm is not incorporated in the state estimation algorithm, and the variance in the result is due to uncertainty in the measurement of the channel width. Comparing figure 7 (a) (lower plot) with figure 5(b) (lower plot), it shows that within the width measurement uncertainty the estimated flow rate is not significantly affected; this is also shown by the evolution of the relative error of the flow rate estimate, figure 7(b) (lower plot). The relative error of the estimated level, figure 7(b) relatively increases after time step 2, showing that the estimation yields poor results with time. The uncertainty in the channel width affects the estimation of the flow level possibly because both
Figure 5: Comparison of the estimated state with the real state: (a) flow Profile along the domain at time step 81 (b) time evolution of the states at the middle cell.

Figure 6: Time evolution of the relative error of the estimated states: flow level (upper plot); flow rate (lower plot).

CONCLUSION

In this paper we investigated the possibility of estimating the flow rate of a non-Newtonian fluid in an open channel by using the ensemble Kalman filter (EnKF) algorithm. Due to possible uncertainties in the model parameters, we incorporated estimation of the parameters into the state estimation algorithm. Although the numerical scheme for solving the unsteady state of the system considers only subcritical flow conditions, we found that by using a Venturi channel with adequate contraction, the scheme can also be applied to a non-Newtonian fluid flow with supercritical upstream conditions within the throat where the flow is subcritical. The results for assimilating one measurement of the free surface level taken at the middle of the throat into the state forecast showed that the real-time estimation algorithms we presented here are capable of estimating the wavy nature of the states due to process disturbances and measurement noise within ±0.7% accuracy for the flow rate and ±1.0% accuracy for the free surface level. The main challenge in applying the scheme to the flow quantities have the same dimension and because the flow level directly depends on the channel width for a given flow area.

Figure 8 shows the results when the parameter estimation model is incorporated into the state estimation algorithm. Comparing figures 5(b) and 8(a), it shows that the states estimation is relatively the same. Figure 9 shows the evolution of the estimated channel width with time. It can be seen that the width (curve line) rapidly increases reaching the real system width (straight line) after about 7.0 sec. The result shows that after 7.0 sec, the estimated width has a mean value of about 0.06m with mean error of ±0.042% over the simulation time.
Figure 7: Comparison of the estimated state (without parameter model) with the real state: (a) time evolution of the states at the middle cell. (b) time evolution of the relative error of the estimated states.

Figure 8: Comparison of the estimated state (with parameter model) with the real state: (a) time evolution of the states at the middle cell. (b) time evolution of the relative error of the estimated states.

Figure 9: Estimated time-invariant channel width.

in a Venturi channel is locating the position of the critical depth used as the downstream boundary condition in the throat. Since it is possible that the flow rate at the boundary can change in real time, we will investigate the method for estimating the boundary flow rate and how it can be incorporated into the state estimation algorithm in future work.
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