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ABSTRACT

Wordnets are traditionally built around synonym sets with the verticalryypy relations as the
central structuring principle. The hyponymy relation, however, dogsnacessarily group
concepts into synsets that are particularly close from a thematic or fuhgmntof view, a
phenomenon which is sometimes referred to as‘t®& overload”, or if contemplated from a
thematic view poit the “tennis problem”. In this paper we present two experiments. The fir:
one concerns a method for remedying these problems byamangfthematic information from a
thesaurus to a wordnet (Danish Thesaurus to DanNet). Hereby we can authynsatimgivide
co-hyponyms thematically as well as relate synsets thematically acrosefpsptech. Since the
thesaurus is not yet fully completed, the paper describes work in progeessheless, with an
error rate below 5% of the most coarse-grained transferred themes, thenerpappears to be
very promising. Finally, the second experiment concerns extenibariNet via the Danish
Thesaurus: The thematic organisation of the thesaurus in nealys further applied as a
very precise method for automatically extending the lexical coverage of DanNet.
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1 Wordnets, | SA overload and the “tennis problem”

Wordnets (Fellbaum 1998; Vossen 1998) are traditionally built around wyneats with the
vertical hyponymy relations as the central structuring principle. This parati@structure is
further supplemented by a set of horizontal relations such as antongnmyesonymy. Applying
the hyponymy relation as the skeleton for word taxonomies is indeedceemenient, in
particular in relation to computational applications since it first of all facilitates toagstr
inference mechanism of inheritance. However, wordnets as they genenatlyagiear to lack
crucial relations among concepts if they are to be used efficiently as knewtedgs for
language technology applications. These include in particular applications requiriedesl
of “deep” understanding such as information retrieval, question answering, text navigation and
text mining.

So, even if hyponymy may include some very basic aspects of thavgvagganize and conceive
concepts in our mental lexicon, and even if this structuring princigenigenient for computers
because of its inheritance properties, it is far from sufficient to accoutitd central relatedness
between concepts. First of all, hyponymy does not necessarily resultsanfs @f concepts that
are particularly close from a thematic or functional point of view, a phermmaerhnich is
sometines referred to as the “tennis problem” (cf. Fellbaum 1998, Sampson 2000), pertaining th
fact that wordnets traditionally do not account for the relatedness of cosaeptas tennjdall,
racquet and net.

Seen from the taxonomical perspective, this lack of expressivity relates go-tadled ISA
overload, i.e. the situation where sets of unequal hyponyms areegraspsimple sister terms
under the same superordinate, cf. among others Guarino (19%8jin&G& Welty (2002), Huang
et al. (2008). To illustrate the problem, consider in the Danish wordneleDdcf. Pedersen et
al. 2009), the hyponyms for concepts like stgfigar’, ‘stick’) and maske(‘mask’). Stang
subsumes heterogeneous sets of hyponyms like candy bars, skite, pandles, and rods on
mens’ bicicles, where maske refers to hyponyms like a mask for dressingr @pdarnival, diving
masks, smoke masks and facial treatments. Thus, the hypesupsismed by these synsets ma
share some very general dimension of form or functionality (i.eerowy the face), but they
belong to all sorts of domains and would, in a thesaurus, basicallydgoiaed in a completely
different way. Some belong to the food domain, some to entertainareh others to different
professions. In some cases an additional hypernym which cteéehg to the domain is given to
these concepts; indicating for instance that a candy bar is also a kiaddyf which is again a
kind of food, but this is not always possible unless you wainttoduce artificial concepts.

In this paper we present two experiments of automatic informatiosféraitom a thesaurus to
DanNet: one concerned with thematic information transfer in order to remedprétblem
sketched out above (Section 3.1 and 3.2) and one experiment concémed extension of the
number of synsets on the basis of near synonyms encoded in tertisgSection 3.3).

2 Related work

The suitability of wordnets in intelligent language technology applicationdéas examined
with shifting intensity during the last two decades. In the nineted éxt Retrieval Conferences
(TREC) gave rise to a series of thorough testing of Princeton Wor@\eN) in information
retrieval (Voerhees 1993, Voerhees 1994, Voerhees & Harman 1997, Matdala 1998;
Gonzalo et al. 1998) without, however, showing radical improvemesystém performance. In
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2007 the EU project KYOTO (Knowledge-Yielding Ontologies for Transitiaisesl
Organization) was launched as an ambitious, multilingual testing of the etofidmework
meant for mining, structuring and distributing knowledge acrogpukges (Vossen et al. 2008).
The project signalled a renewed interest in the use of wordnets for adamgeage technology
applications such as text mining, question answering, and text retrieval

The idea of extending standard wordnets with supplementary relagiomsll-known, see for
instance Fellbaum & Miller (2006) for psycholinguistic experimentassociative relations or
Veale & Hao’s work on folk knowledge in wordnets (2008). The same goes for employing semi-
automatic expansion methods from other resources. For instandangnages with rich
productive morphological derivation (such as the Slavic languages), sexpeiments have
been performed in order to semi-automatically capture such mogitmlaelatedness across
word classes, as seen in the Czech Wordnet (PatHag4ackova 2007), the Polish WordNet
(Piasecki et al. 2010) but also in the Turkish WordNet (Bilgin et al. 2004thdfuthe Polish
WordNet 2.0 has been enriched with information about verb subecetatipn and semantic
classification of aspectual verb pairs. Likewise, innovations in the HungatiadNet (Kuti et
al. 2008) comprise both language independent and language dependesibesptarthe wordnet
for verbs and adjectives, and in the Portuguese WordNet (Amaro et al) a016xplicit
description of argument and event structure is given.

Other wordnets increase their number of relations by inheriting tremtfre wordnets they link
to. The Arabic WordNet Project (Black et al. 2006) which uses thedosept sets of BalkaNet
and EuroWordNet as the starting point, obtained a number of semanticneletijressed in
SUMO for the English synsets simply by transferring the links fraincBton WordNet to

Arabic WordNet

Similar to the domain-related methods that we are proposing here, areydenal. (2001) who
describe a method to enrich PWN with domain information, arguing tiet mformation
provides a natural way to establish semantic relations among synsetss &vproach, wordnet
senses are automatically identified in files containing arranged informatioim witlassification
system, and the domain information from the file is assignedetsythset in PWN. In addition,
earlier work by Navigli and Velardi focuses on relations for domain casi@ephe framework of
OntoLearn (Navigli & Velardi 2002; Navigli et al. 2004). In SentiWordNet, daionWordNet is
semi-automatically extended with sentiment information expressed é&witypovalues
(Baccianella et al. 2010). Further, Veale & Moueddeb (2010) exploit lexical distributtta s
in corpora and semantic similarity scores extracted from WordNet in ordairtanore semantic
knowledge.

Finally should be mentioned three approaches for extending wordnetheorbasis of
encyclopedic information. Ruiz-Casado et al. (2005) enrich PWN withclmadic definitions

from a (rather small) online encyclopedia. In Veale (2006) and Veale &aBut(2010) an
automated system to extend the number of synsets in PWN is describeihgbuoiid the

extraction and morphological analysis of new words in Wikipedia textsedsas on semantic
knowledge from the same text. Finally, Navigli & Ponzetto (2010) deserikimilar approach to
produce a large, wide-coverage multilingual semantic network. In BabelNetemts and

relations are automatically extracted from PWN and Wikipedia. The appimaites automatic
mapping of Wikipedia pages to PWN synsets after a disambiguation gmafceandidates from
both knowledge sources.
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3 Transferring information from a Danish thesaurus to the Danish wordnet,
DanNet

3.1 Transferring thematic information from three different levels

Since both thesauri and wordnets arrange concept data in a logical relatitmsbépresouss
resemble similar semantic properties to a considerable extent. However, thegiffas in
several ways. Where wordnets use the hyponymy hierarchy as theyparganizing principle
as we have seen, often with an ontology-based division of the wbtlke auppermost level,
thesauri tend to operate with less abstract main categories and a larger olbdsc thematic
units that go across hyponymies and across parts of speeatinel words, where wordnets are
basically ordered vertically, thesauri are rather ordered horizontaliyoy themes

In the present experiment, performed by the Society for Danish Lamgamag Literature
(developer of DT and co-developer of DanNet) and the University of Cagenh(co-developer
of DanNet) in collaboratiarwe exploit the fact that a new Danish thesaurus (DT), which is bei
compiled at the moment (2009-2013) at DSL, shares common senséhl3anNet. Actually,
both resources are derived from a third resource, Den Danske Ordbog, iamrsemtd
contemporary monolingual dictionary of Danish (Hjorth & Kristense@520According to the
plan, DT will when it is completed by the end of 2013, contain more thay9Q® word senses
compared to DanNet’s only 65,000 synsets. The senses are grouped according to a set of differe
types of relations, and formalized information on the group is annotatech@aderFigure 1
below exemplifies the structure of DT with thematic chapters, sectiongcsians and clusters.

Chapter [section [subsection HEADER [word, cluster[word, word..], cluster][...], word ..] subsection..] ]

Chapter2 Life [section 02.02 Plants [subsectionl HEADER: has_hyperonym nytteplante _1 (‘utility plant’),
concerns spise_1 (‘eat’) [clusterl [gr@ntsag 1 (‘vegetable’), blomkdl_1 (‘cauliflower’), broccoli_1
(‘broccoli’] cluster2 [kdl_1 (‘cabbage’), grgnkdl 1 (‘collard’)..] cluster3 [kornsort 1 (‘cereal’), rug_1
(‘rye’)..]] [subsection2..]]

Figure 1: Structure of DT exemplified by the chapter 2, |ifee section 02.02 Plants, the
subsection of utility plast and clusters of different types of cabbage, cereals etc. (in progres

As briefly mentioned in the introduction, a well-known problem indbetext of hyponymy is
the ISA overload where heterogeneous groups of hyponyms aigedras sisters under the same
hypernym. To further illustrate this, pers@person’) has more than 6,000 hyponyms in DanNet
comprising both persons with inherent characteristics, as well asnpewsith persistent or
temporary roles (Pedersen & Braasch 2009, we avoid artificial hypsriiyntontrast to e.g.
PWN which operates with artificial nodes such‘@sl person’ etc.). DT also groups a big part of
the senses according to a common hyperonym, as the exampletpfplaitits seen in Figure 1.
But opposite DanNet, the thesaurus also allows for a flexible placemeobhadpts in different
groups irrespective of whether a common, precise hypernym can beiédeatihot. In this way,
thematic grouping can be provided irtg. reference to persons having some particular feeling
persons involved in travelling, persons involved in music ete. ddmain information in DT is
therefore likely to be far more relevant when it comes to a subdivisidheotases of high
number of co-hyponyms in DanNet
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The completed thesaurus will consist of 22 chapters divided into approge®fiéns containing
a total of more than 6,000 subsections which contain headers Withedif types of semantic
features. We have carried out the transfer experiment when 1/8 digbaurus was completed,
using information regarding 2,178 finished subsections (thematic I@véhedr corresponding
section (thematic level 2) and the chapter to which the section bethegsatic level 1). Also
information on the most detailed semantic level 4, the clusters in DT whitally group near
synonyms or synonyms was transferred ; we will return to th@ithis data in 3.3.

Since each "synonym" (i.e. lexical representation) in a DanNet synset share the idnigth
the relevant sense or senses in DT, the transfer was carried ouigoyngsthe level numbers to
the synsets, cf. Figure 2.

DT DanNet

{planie}
Chapter 02 Life

Section 05 Plant\ {wi} {m

N Synset 8654 { blomkal_1 (id
Subsection 01 \\ 245732) }
Cluster 01 grontsas, 1 (i
) N relation has_hyperonym {plante}
blomkdl_1 (id 245232)

beo_chapter value 02

Cluster 02 kdl_1 {id .>

grenkdl 1 (id ..) N beo_section value 0205

beo_subsection value 020501

77

Subsection 02..... ‘
beo_cluster value 02050201

Figur 2: The transfer of thematic and semantic information on synset mefmrer®T to their
corresponding synset in DanNet.

Four different level numbers (corresponding to chapter, section, subsaationluster) were

assigned the synsets in order to be able to experiment with the dateiandiflays. Only one

member of a synset had to be represented in DT in order for the nuahbes to be assigned to
the whole synset. In case of conflicting values the level numbetkdbsynset were discarded.
The transfer resulted in thematic assignment of level numbers to k§@dds.

In the case of large groups of co-hyponyms in DanNet, we assumeveituitiat the section
level with its 970 divisions (corresponding tbeo section value 0205n Figure 2) is quite
informative when it comes to a subdivision. As an example, the completeadthir@l contains
15 subsections witlso-hyponyms of stang (bar, pole) distributed among 15 differectios.
Plgk(‘plug’, ‘peg’) and teltstang(‘tent pole’) appear in the same section as the only ones and are
thereby both grouped together and sorted out from the b8tgyponyms.
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In cases where a number of co-hyponyms belong to the same settiordifierent subsections,
the subsection domain numbers (eg. the beo subsection valuelGa0B@ure 2) are the ones
that reduce the ISA overload. For example, words denoting ‘persons who dislike something or
somebody’ constitute only one of thewo ‘person’ subsections in the same section (‘Dislike”)
(the other one grouping different words for persons to be di§like such cases, the section
domain information transferred from DT is not enough to delingitrthevant words in DanNet
A similar example is seen in Figure 3 for food wofidsn the section ‘Food and Dishes” in DT.

2{01_Overbegreb/has_hyperonym: ( ncerns: Hern
fiskeret; =pastaret, spaghettiret<; risret, grentsagsret; =kedret,
farsret, vildtret, kyllingeret<; kartoffelret, seggeret

w{0l_Overbegrebfha i ncerns:

So T e}
creme, snask, snav; »puré, mos, mousse<; =klat, drys<; esjat, skvat
. slat, staenk<; =tér, mundfuld, bid=; =stykke, snitte, humpel, luns,
bad=; kedklump, bredhumpel; =persilledrys, purlegsdrys, sukkerdrys<=;
»smerklat, en klat fladeskums«; =citronbad, &blebad«; =pertion,
ration, skal, skalfuld, tallerkenfuld, tallerken<;

-
{01

.\-morgenmad. ffokostret. middagsret, natmad<; =sommermad, julemad
. paskemad<;

Figure 3: Hyponyms of food divided in three semantic groups in DT adogrtb different
meaning aspects such Bs‘concerns’: main ingredient: fish dish [pasta dish, spaghetti dish
rice dish, vegetable dish [meat dish, dish of minced meat, venidorcHisken dish] potato dish,
egg dish 2) ‘concerns’: consistency and quantity: cream, goo [puree, mash, mousse] [blob,
sprinkling], [drop/spot, splash] [sip, mouthful, swallow, gulp, hitenorsel] [slice/cut, hunk,
chunk, lump, section] lump of meat, hunk of bread, [sprinkih¢chopped) parsley, sprinkling
of chives, sprinkling of sugar] knob/nut of butter, blop of whippegam] [section of a lemon,
section of an apple] sprving, ration, bowl, bowlful, plate, plateful], an8@) ¢‘concerns’:
time[breakfast, lunch dish, dinner meal, midnight snack][ sumrigr, cChristmas meal, Easter
meal]. Bold words in DT function as keywords.

In all three subsections the hypernym is food, but the subsectiormation distinguishes
between three semantic dimensions of food 1) the major ingredi¢hg 2onsistency or quantity
and 3) the time when it is eaten.

Within the field of terminology a similar method to distinguish betweerhyponyms via

semantic dimensions has been introduced (Madsen & Thomsén [adsen et al. 2004), but
contrary to this method, the unique semantic criteria which connects the @fca certain group
(e.g. concerns konsistens (consistency) in Figure 3) is not amagys explicit in DT

Furthermore, some subsection divisions are established in DT frnaty piematic reasons (and
marked as such in the header) when precise semantic relationsasior example a common
hypernym, are impossible to assign to the group. Actually, 12 %heofsubsections in DT
consists of words grouped together just for thematic reasoms. iE.the section 2.
Himmellegemer(‘heavenly bodies’) all words concerning the sun (korona (‘corond), solvind
(‘solar wind’), solbang(‘path of the sun’) etc.) are grouped together in one subsection of this type
and simply assigned the relation concerns(sah’) in the header. Likewise, words concerning
golf (golfklub (‘golf club’), golfbane(‘golf course’), par (par) etc.) are grouped together in the
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same type of subsection and assigned conceffig‘golf”) in the header. Along the same line,
Figure 4 shows examples of boxing terms from different parteddpin the same subsection.

& vedrorende boksning {00 Uspecificerstfcc

1
J

=boksning, boksesport«; =profboksning, amaterboksning
a; =svaervegtshoksning, kickboxing, thaiboksning«;
boksestaevne; = boksekamp, “titelkamp, "titelforsvar, VM-
kamp=; =-knockoutsejr, knockoutnederlag«; ='boksering,
tov=; gulvtur, kanvas, -fuld tlling; =taelle over nogen,
telle ud, tage tzlling«; break!. omgang. "gongong

Figure 4: Boxing words in DT, such as ‘boxing’, professional boxing’ ‘amateur boxing’, ‘take
the count’, ‘ring’ etc.

The transferred data on subsection number for the words in theges goothé corresponding
synsets in DanNet may constitute suitable answers to the tennis préldesver, in some cases
it is probably more convenient to apply the more coarse-grained themating®(section and
chapter). To illustrate the classical group of concepts mentioned,dbong raquet net, and
ball, these belong to different subsectiohsRaquet sports(badminton, tennis and squash) and
are only related via the more broad section division

To conclude, there is no doubt of the fact that the relevant informatindeed present in DT,
but it should be investigated further and at a larger scale which detail of therfwatitaition
proves to be most appropriate to the majority of the cases.

3.2 Assessment of the coarse-grained divisions

At the current stage of work in progress, only the coarseaidimematic groupings at chapter
level have been systematically asses$a percent of these assignments were manually judg
in order to see to which extent the subdivision of co-hyponymih® basis of this raw material
made sense. The result was that 4,6 % of the assigned themes were not coiodliyl@redtive.
Among thee several, however, made sense when considering DT in more detaitstmce,
all wooden materials were assigned the theme “Equipments, technology”, simply because they
were described as materials for producing furniture and buildings.

The transferred data on subsection number for the words in theses gootlgr corresponding
synsets in DanNet may constitute suitable answers to the tennis problem.

All in all, the experiment showed a considerable enrichment of the data iro§isecoarse-
grainedness. In Figure 5 is shown how some of the many direonimns in DanNet of the
synset {egenskab_1, beskaffenhed_Iigr@perty) are sorted in intuitively meaningful groups
based on chapter information in DT. In Nimb & Pedersen (2012) wagdisin detail how
information on properties in DT are transferred and used in the fbamew semantic relation
in DanNet.
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{egenskab_1;
beskaffenhed 1}
property
{veloplagt_ |1 y
gom.y 7] 1 {nobel_1} {atonal_1} {igeglad_1) ““"“{f'v‘f | vt
empty m’g:)rgd / noble atonal indifferent \ ouiitiral ovefweighl
/4 T o
{ulaekker_1} / (mors)omJ {maet_1} {anonym_1} illegal_1} {taimogig_1
unappetizing funny full, full up anonymous illegal patient
V.o Vi A
, [ [ [ [ 1| i
{eedelmodig
_1 {egenskab_1;
generous beskaffenhed 1}
property
R e A Ay 1] 7 = TEE T T A T T T T e e e e l
| | . [~{ {overvaegtig | !
| {merk_5) {atonal_1} || || {meet_1} {sed.2_3} {lugt_1} {radden_1} 1 |
|| dark. low atonal | full, full up sweet smell rotten ove;iveigm y
1 f
Vo
----- |
N
| . {veloplagt_ !
| | {téimodig_1 {ligeglad_1} (kultu‘reIJ_ 1) {morsom_1 {ulaekker 1} Il
I pag’enl indifferent culu)lral in good Iur)my | | unappetizing |1
| form | l|
- — N — )
/ Feelm[&Pers charautonst s \
PERTININININ o ) S S S e e =] \/ — s |
I I - | \
: qom 1y [ 1| teenig 2y {eceirion fnobel 1} | 1| dilegal 1 | |(anonym_1y
i empty : | honest et noble ] : ilegal anonymous
! S— | — e
Eqmpmem& SocialLife
Technology

Figure 5: Hyponyms of the synset {egenskabpioperty) in DanNet, above presented without
DT values, bela sorted out in thematic groups based on the assigned DT chapter values

Also Figure 6 shows some of the thematic groupings of co-hyperikat appeared after the
coarse-grained assignment based on chapter values, iim Biis case under persons, masks an
bars

43



Sports&leisure Equipment&technology Food&beverage

gaest_1 (guest) moske_1_1 (mask) stong_2 {bar)

bryllupsgaest_1 {wedding guest)  Life chokoladebar_1 (chocolate bar)
middagsgast_1 {dinner guest) muddermaske_1 (mud mask} ostebjalke_1 (cheese stick)
sportspige_1 (sportsgirl) ansigtsmaske_1 {face mask) Location&change

lilleput_1 {pre-teen) Sports&leasure stang_1 (pole)
gymnastiklzrer_1 {gym master)  dykkermaske_1 {diving mask)} bom_1 {balance beam)
Feelings&pers.characteristics faegtemaske_1 (fence mask]) lossebom_1 {derrick)
gnskebarn_1 (planned child)} fastelovnsmaske_1 jernbanebom_1 {railway barrier)
kzided=gge_1 (darling) {halloween mask)

megunge_1 (kiddie}
gjesten_1 {apple of ones eye)
heltinde_1 {heroine)
bgddel_1 (tormentor)
Art&culture

bailletbarn_1 (baliet child)
geisha_1 {geisha)
mavedanser_1 (belly dancer)
sangizerer_1 (song teacher)
musikforsker_1 {musicotogist)
kubist_1 {cubist}

skjald_1 |scaid)
Location&change

baerer_1 (carrier)
rumforsker_1 (space researcher)
Equipment&technology
handvaerker_1 {(workman)
tgmrer_1 (carpenter)
murer_1 {brick layer)
bygmester_1 {master builder}
saddelmager_1 {saddler)
arkitekt_1 (architect)

Life

skabsbgsse_1 {closet queen)
elsker_1 (lover)
muskelmand_1 {muscleman}

Figure 6 : Threeexamples of automatic thematic groupings of synsets in DanNet with identic
hyponyms (persons, masks and sticks), based on transferred cladysrfiom DT.

From the opposite perspective, Figure 7 exemplifies how the coarsedjreirapter level
information now relates concepts that otherwise are unrelated in DanNet like imggused
for cooking, containers for containing food, food itself, propenie®od, eating and cooking
events as well as persons involved in eating.
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bestik 1 (cutlery)

ravioli_1 (ravioli)

teerteform_1 (baking tin)

stikmund_1 (sweet-tooth)

slubre_1 (to slurp)

gennemstegning_1 (cooking to be well-done)

Figure 7: Some of theerms in DanNet which have been related via the Food&Beverage thel
information from DT

3.3 Automatic compilation of new synsetsin DanNet based on DT

Based on the most fine-grained thematic level in DT, where we find cludtessar synonyms
we have further experimented with the automatic compilation of nevetsymsDanNet. A well-
known corpus-based method for extending the coverage of a lexicalisemasource is to
examine syntactic patterns such as enumerative noun phrases and lada&wmuwords in the
phrases. In such investigations, the semantics of new words i®dugsm with some accuracy
based on the information from the already known words in the phrage f¢s instance
Kokkinakis et al. 2000). Our approach is conceptually similar to tethad; however, we base
our compilation not on enumerations in a corpus, but on the precise near synonyms given in
DT. If a new word is listed in a cluster in DT where at least two DanNetety are already
represented, then we consider the new word to be of the same syesdi.¢y with same
ontological type and the same hyperonym) given that the two knomsetsyhave identical
hypernyms and identical ontological types.

The current experiment results in 440 new synsets, an excerpt of whitte ceen in Figure. 8
An assessment of 10 % of these indicates that the method is indeed e@sg [gince all the
evaluated synsets were assigned a correct hypernym as well as a cdolegiaath type. All in
all we estimate that we can automatically generate 1,500 new synsets usimgttios on the
completed DT data. In future, however, we plan to investigate further wive¢hean extend the
DanNet coverage alsan the basis of less precise data in DT. Approx. half of the subsgeétio
DT consist of co-hyponyms, and we consider this encoding to beégwoificant value for
automatically generating new synsets. In accordance with the experiestiibdd above,
information on existing synsets in the same subsections will be catidgince DT already
contains more than 20,000 concepts not represented in DanNet, the ampoitentfly easy-
accessible material for extending DanNet is considerable.
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espresso_1 caffé latte_1
café au lait 1,
cappuccino_1

es 1 _1(ace) syver_1 (seven)
toer_3 (two/deuce) otter_2 (eight)
treer_2 (three) nier_1 (nine)
firer_3 {four) tier_2 {ten)
femmer_2(five) joker_1 (joker)

sekser_1 (six)

Jjaloux_1 {jealous) besidderisk_1 {possessive)
skinsyg_1 (jealous)
syg_1_1 {compulsive)

kuffert_1 {suitcase) leederkuffert_1 (leather suitcase)
rejsetaske_1 (travel bag) héndkuffert_1 {gripsack)
rygseek_1 {backpacker)

Figure 8: Examples of new synsets in DanNet based on near synonyms in DT
4 Conclusions

It is not an easy task to define which semantic relations are the crucial ormstdorated,
intelligent information handling. Each application can be seen as haviagritvery particular
requirements regarding relevant cognitive associations. Put to the extreme, thesetcsdr
infinite dimensions of meaning similarity and infinite ways in whicimcepts can relate to each
other and it is unattainable to provide a full lexical semantic network vebictains all relations
of potential relevance.

Nevertheless, in this paper we have argued that classical hyponymy is afeeapacified with
regard to some very central meaning dimensions such as thematic coultgpdracular use.
Also, we have seen that many wordnets, including DanNet, Igodrtent relations across part of
speech. Classical thesauri have obvious resemblances with wordnéteybdiffer with respect
to the criteria used to carve up the conceptual world. For example, as evehwawn, thematic
relations are in fact well-represented in these resources.

Because of the close connection between the two resources DT and OmiNdtased on the
original dictionary, DDO, and both maintaining the same sense IDs, trdnsferone to the
other is in fact technically feasible and profitable as our experiments hdigated. The fact that
all word clusters in DT are XML tagged with one or more semantic relatas tmakes transfer
directly practicable, especially in the cases where the relations are not curreseytpn
DanNet. In contrast, supplementary, more functionally oriented hyponymy nslétésed on the
DT have to be introduced semi-automatically to prevent clashes with thiegi@sconomies.

Our experiment has shown that DanNet can be extended profitablydaygaithe different

thematic levels given in DT in order to be able to distinguish betwegn mimbers of co-
hyponyms and thematically to relate concepts across the hierarchiyeri-uhe demonstrated
methodof adding new synsets to DanNet on the basis of near synonyms ra®3hown the
potential for further research in this area.
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