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Abstract

Inconsistent knowledge bases usually are regarded as an epistemic hell that have to be avoided at all costs. However, many times it is difficult or impossible to stay away of managing inconsistent knowledge bases. In this paper, we introduce an argumentation-based approach in order to manage inconsistent possibilistic knowledge bases. This approach will be flexible enough for managing inconsistent possibilistic models and the non-existence of possibilistic models of a possibilistic logic program.

1 Introduction

One of the purposes of argumentation theory is to provide tools for supporting decisions. For instance, argumentation theory is able to suggest arguments in favour a decision. Usually argumentation theory is adequate for supporting decisions in scenarios where the information is inconsistent and incomplete [13]. Indeed, an interesting feature of argumentation theory inference is that it is able to manage inconsistent information in a natural way.

In [8, 10, 12], a possibilistic framework for reasoning under uncertainty was proposed. This framework is a combination between Answer Set Programming (ASP) and Possibilistic Logic [4]. Possibilistic Logic is based on possibilistic theory where at the mathematical level, degrees of possibility and necessity are closely related to fuzzy sets. Thanks to the natural properties of possibilistic logic and ASP, this approach allows to deal with reasoning that is at the same time non-monotonic and uncertain. The expressiveness of this approach is rich enough for capturing sophisticated domains such as the medical domain [10] and river basin systems [1]. However, a common problem in these domains is that they are inconsistent and incomplete. It is not difficult to find scenarios where the specification of them is inconsistent. We take as example in this paper the observation made in [7] that some medical diagnoses in the dementia domain are based on incomplete and inconsistent information. For instance, in order to assess the diagnosis Alzheimer’s disease the presence of episodic memory dysfunction is required according to diagnostic criteria. In the study presented in [7] this assessment was sometimes based on missing information and sometimes based on the absence of memory deficit.

In this paper, we explore an argumentation approach which consider any possibilistic logic programming semantics [8, 10, 12] for inferring information from any consistent or inconsistent possibilistic logic program.

Usually the inference in argumentation theory can be regarded by 4 steps:
1. **Argument construction**, based on a knowledge base;

2. **Argument valuation**, the assignment of a weight to arguments;

3. **Argumentation interaction**, the identification of conflicts between the arguments; and

4. **Argumentation status evaluation**, for deciding the winning or justified arguments.

In this paper essentially we will define a strategy for building possibilistic arguments by considering a possibilistic logic program. A possibilistic argument will have a standard structure (as in argumentation theory) and will be inferred by possibilistic logic programming semantics, such as the possibilistic stable semantics [8], the possibilistic answer set semantics [10] or the possibilistic sstable semantics [12], of the given possibilistic knowledge base.

In order to manage the conflict that could appear between possibilistic arguments, we will instantiate the argumentation framework structure introduce by Dung [3] in terms of possibilistic arguments. This instantiation will allow us to use argumentation semantics e.g., preferred semantics, in order to infer justified arguments.

The rest of this paper is divided as follows: in Section 2, we will present some basic definitions of the logic programming syntax considered. In Section 3, we will present the definition of a possibilistic argument. After that, in Section 4, we formalize the interaction of possibilistic arguments. In Section 5, we define our approach for evaluating possibilistic arguments (due to lack of space all proofs will be omitted). Finally, in the last section, we outline our conclusions and future work.

## 2 Background

In this section, the syntax of the logic programs considered in the paper is briefly presented.

### 2.1 Non-Possibilistic Logic Programs

An atom is a propositional symbol such as $a_0, a_1, \ldots$ and an extended atom is a negated atom such as $\neg a_0, \neg a_1, \ldots$. We will use the concept of atom without paying attention if it is an extended atom or not. Notice that there are complementary atoms such that the complement of an atom $a$ is defined as $\tilde{a} = \neg a$ and $\neg \tilde{a} = a$. The negation sign $\neg$ is regarded as the so-called strong negation by the ASP's literature and the negation not as the negation as failure [2]. A literal is an atom, $a$, or the negation of an atom not $a$. Given a set of atoms \{a_1, ..., a_n\}, we write not \{a_1, ..., a_n\} to denote the set of literals \{not a_1, ..., not a_n\}. An extended disjunctive clause, $C$, is denoted:

$$a_1 \lor \ldots \lor a_m \leftarrow a_1, \ldots, a_j, \text{not } a_{j+1}, \ldots, \text{not } a_n$$

where $m \geq 0$, $n \geq 0$, each $a_i$ is an atom. When $n = 0$ and $m > 0$, the clause is an abbreviation of $a_1 \lor \ldots \lor a_m$. When $m = 0$ the clause is an abbreviation of $\bot \leftarrow a_1, \ldots, a_n$ such that $\bot$ is the proposition symbol that always evaluates to false. Clauses of this form are called constraints (the rest, non-constraint clauses). An extended disjunctive program $P$ is a finite set of extended disjunctive clauses. By $L_P$, we denote the set of atoms in the language of $P$.

We denote an extended disjunctive clause $C$ by $A \leftarrow B^+, \text{not } B^-$, where $A$ contains all the head atoms, $B^+$ contains all the positive body atoms and $B^-$ contains all the negative body atoms. When $B^- = \emptyset$, the clause is called positive disjunctive clause. A set of positive disjunctive clauses is called a positive disjunctive logic program. When $A$ is a singleton set, the clause can be regarded as a normal clause. A normal logic program is a finite set of normal clauses. Finally, when $A$ is a singleton set and $B^- = \emptyset$, the clause can be also regarded as a definite clause. A finite set of definite clauses is called a definite logic program.

We will manage the strong negation ($\neg$), in our logic programs, as it is done in ASP [2]. Basically, each negative atom $\neg a$ is replaced by a new atom symbol $a'$ which does not appear in the language of the program. For instance, let $P$ be the normal program:

$$a \leftarrow q. \quad \neg q \leftarrow r. \quad q. \quad r.$$  

Then replacing each negative atom by a new atom symbol, we will have:
$$a \leftarrow q,$$

$$q' \leftarrow r.$$  

Usually it is added a constraint of the form \( \bot \leftarrow a, a' \), we will omit this constraint in order to allow complementary atoms in the models of a program. However the user could add this constraint without losing generality.

2.2 Possibilistic Logic Programs

A possibilistic atom is a pair \( p = (a, q) \in A \times Q \), where \( A \) is a finite set of atoms and \( (Q, \leq) \) is a lattice (in all the paper, we will consider only finite lattices). We apply the projection \( * \) as follows: \( p^* = a \). Given a set of possibilistic atoms \( S \), we define the generalization of \( * \) over \( S \) as follows: \( S^* = \{ p^* | p \in S \} \). Given a lattice \( (Q, \leq) \) and \( S \subseteq Q \), \( \text{LUB}(S) \) denotes the least upper bound of \( S \) and \( \text{GLB}(S) \) denotes the greatest lower bound of \( S \). Given a finite set of atoms \( A \) and a lattice \( (Q, \leq) \), we denote by \( P\subseteq \) the power set \( 2^{A \times Q} \). A possibilistic disjunctive clause is of the form:

\[
r \equiv (\alpha : A \leftarrow B^+, \text{not } B^-)
\]

where \( \alpha \in Q \). The projection \( * \) for a possibilistic clause is \( r^* = A \leftarrow B^+, \text{not } B^- \). \( n(r) = \alpha \) is a necessity degree representing the certainty level of the information described by \( r \). A possibilistic constraint is of the form:

\[
c \equiv (\text{TOP}_Q : \leftarrow B^+, \text{not } B^-)
\]

where \( \text{TOP}_Q \) is the top of the lattice \( (Q, \leq) \). As in possibilistic clauses, the projection \( * \) for a possibilistic constraint is:

\[
c^* = \leftarrow B^+, \text{not } B^-.
\]

A possibilistic disjunctive logic program \( P \) is a tuple of the form \( \langle (Q, \leq), N \rangle \), where \( N \) is a finite set of possibilistic disjunctive clauses and possibilistic constraints. The generalization of \( \leftarrow \) over \( P \) is as follows: \( P^* = \{ r^* | r \in N \} \). Notice that \( P^* \) is an extended disjunctive program. When \( P^* \) is a normal program, \( P \) is called a possibilistic normal program. Also when \( P^* \) is a positive disjunctive program, \( P \) is called a possibilistic positive logic program. A given set of possibilistic disjunctive clauses \( \{ \gamma_1, \ldots, \gamma_k \} \) is also represented as \( \langle \gamma_1, \ldots, \gamma_k \rangle \) to avoid ambiguities with the use of comma in the body of the clauses.

The semantics of possibilistic logic programs is captured by possibilistic logic programming semantics. A possibilistic logic programming semantics is a mapping from the class of all the possibilistic programs into \( 2^{PS} \). In the literature, we can find several approaches for capturing the semantics of possibilistic logic programs [8, 10, 12].

3 Building possibilistic arguments

As we commented in Section 1, the first step in the inference process in argumentation theory is the construction of arguments. Hence, in this section, we start by defining how to build possibilistic arguments from a possibilistic program.

A possibilistic argument can be constructed by considering any possibilistic logic programming semantics i.e. the possibilistic stable semantics, the possibilistic answer set semantics, the possibilistic stable semantics. Since one can consider the skeptical and credulous versions of possibilistic semantics as the possibilistic answer set semantics and the possibilistic stable semantics, we will define two kinds of possibilistic arguments: brave possibilistic arguments and cautious possibilistic arguments\(^1\).

**Definition 1 (Possibilistic Arguments)** Let \( P = \langle (Q, \leq), N \rangle \) be a possibilistic logic program. A possibilistic argument \( \text{Arg} \) w.r.t. \( P \) is a tuple of the form \( \text{Arg} = \langle \text{Claim}, \text{Support}, \alpha \rangle \) such that the following conditions hold:

1. \( \text{Support} \subseteq N \).
2. \( \text{Support} \) is minimal w.r.t. set inclusion.
3. \( \exists M \in S(\text{Support}) \) such that \( (\text{Claim}, \alpha) \in M \) (in this case the possibilistic arguments \( \text{Arg} \) is called brave. When the existent quantified \( \exists \) is changed by the for all quantified \( \forall \), the possibilistic arguments \( \text{Arg} \) is called cautious).

\( S \) is any possibilistic logic programming semantics. Brave-\( \text{ARG}^B \) gathers all the brave possibilistic arguments which can be constructed from \( P \) and the possibilistic logic programming semantics

\(^1\)We adjetives of brave and cautious are motivated by the definitions of brave reasoning and cautious reasoning [8]
S. Cautious-Arg\(_S\) gathers all the cautious possibilistic arguments which can be constructed from \(P\) and the possibilistic logic programming semantics \(S\).

In order to simplify the following definition, \(\text{ARG}\_S\_P\) will denote any set of possibilistic arguments constructed from \(P\) and based on the possibilistic logic programming semantics \(S\). Observe that Definition 1 considers the first two steps of the inference in argumentation: argumentation construction and argumentation valuation.

**Remark 1** Before to follow on, we want to point out to the reader that to build an argument Arg with conclusion \(a\) from a program \(P\), it does not mean that \(a\) is a correct conclusion of the whole program \(P\). The acceptance of the conclusions will depend on the interaction of all the possibilistic arguments that one can build from \(P\) and the pattern of selection of arguments (argumentation semantics) that one uses for fixing the status of the arguments.

### 4 Interaction between possibilistic arguments

Once we have defined how to build possibilistic arguments, we require to define how the possibilistic arguments will interact. In other words, we will define the cases when two possibilistic arguments will be in a conflict and then to define which arguments will be considered accepted out a pattern of selection (argumentation semantics).

**Definition 2** Let \(\text{Arg}_1\) and \(\text{Arg}_2\) be two possibilistic arguments such that \(\text{Arg}_1 = (\text{Claim}_1, \text{Support}_1, \alpha_1)\) and \(\text{Arg}_2 = (\text{Claim}_2, \text{Support}_2, \alpha_2)\). We say that \(\text{Arg}_1\) attacks \(\text{Arg}_2\) if one of the following conditions hold:

**i)** \(\text{Claim}_1 = l, \text{Claim}_2 = \overline{l}\) and \(\alpha_1 \geq \alpha_2\).

**ii)** \(\exists(q : l \leftarrow \overline{B}^+, \text{not } B^-) \in \text{Support}_2\) such that \(\text{Claim}_1 \in B^+\) and \(\alpha_1 \geq \alpha_2\).

**iii)** \(\exists(q : l \leftarrow B^+, \text{not } B^-) \in \text{Support}_2\) and \(\text{Claim}_1 \in \overline{B}^-\).

Let us observe that only the first two conditions of the attack’s definition have restrictions with respect to \(\alpha\)’s values. In the last condition, the attack relation is motivated by the fact that the claim of \(\text{Arg}_1\) was assumed as false (by using negation as failure) in the support of \(\text{Arg}_2\). Hence, the third condition has assigning less priority to literals which are negated by negation as failure which supporting a claim.

**Example 1** Let \(P\) be the following possibilistic logic program:

\[
\begin{align*}
0.1 : b & \leftarrow T. \\
0.8 : \neg b & \leftarrow T. \\
0.9 : \neg a & \leftarrow \text{not } b. \\
0.5 : c & \leftarrow a. \\
0.5 : a & \leftarrow T.
\end{align*}
\]

As we can see, one can construct at least the following four possibilistic arguments by considering any reasonable possibilistic argumentation semantics:

\[
\begin{align*}
\text{Arg}_1 & = (\{b, 0.1 : b \leftarrow T\}, 0.1) \\
\text{Arg}_2 & = (\{\neg b, 0.8 : \neg b \leftarrow T\}, 0.8) \\
\text{Arg}_3 & = (\{\neg a, 0.9 : \neg a \leftarrow \text{not } b\}, 0.9) \\
\text{Arg}_4 & = (\{c, 0.5 : c \leftarrow a; 0.5 : a \leftarrow T\}, 0.5)
\end{align*}
\]

By instantiating Definition 2, one can identify the following conflicts between these possibilistic arguments:

\[
\begin{align*}
\text{Arg}_2 & \text{ attacks } \text{Arg}_1 \text{ by condition } i). \\
\text{Arg}_3 & \text{ attacks } \text{Arg}_4 \text{ by condition } ii. \\
\text{Arg}_1 & \text{ attacks } \text{Arg}_3 \text{ by condition } iii.
\end{align*}
\]

Observe that \(\text{Arg}_1\) does not attack \(\text{Arg}_2\) because \(\text{Arg}_1\)’s possibilistic degree is less than \(\text{Arg}_2\)’s possibilistic degree.

Once the relationship between possibilistic arguments has been identified, we need to evaluate these relationships. In our example the finding that memory dysfunction is absent attacks the finding that it is possibly present, and the claim that there is BPSD symptoms is attacked by the claim that there is no Alzheimer’s disease to cause BPSD. Furthermore, the argument that there is
memory dysfunction attacks the claim that there is no Alzheimer’s disease.

This evaluation process will be the objective of the next section.

5 Argumentation status evaluation

The evaluation of the interaction between arguments is an important step in the inference of argumentation. In argumentation literature, there are several approaches [3, 13] in order to select coherent points of view from a set of arguments in conflict. In our case, we will follow Dung’s argumentation style [5]. This approach is based on the structure called argumentation framework. We will generalize the concept of argumentation framework into the concept of possibilistic argumentation framework.

Definition 3 Given a possibilistic logic program, a possibilistic argumentation framework AF w.r.t. P is the tuple AF_P = (ARG_P, Attacks), where Attacks contains the relations of attack between the arguments of ARG_P.

We are essentially instantiating Dung’s argumentation approach into possibilistic arguments.

Example 2 Let us go back to Example 1. As we saw, one can construct four possibilistic arguments from P; this means that ARG_P = {Arg_1, Arg_2, Arg_3, Arg_4} and the relations of attacks between these arguments are: Arg_2 attacks Arg_1, Arg_3 attacks Arg_4, Arg_1 attacks Arg_3. Hence, we have the following possibilistic argumentation framework:

AF_P = \{(Arg_1, Arg_2, Arg_3, Arg_4), (Arg_2, Arg_1), (Arg_3, Arg_4), (Arg_1, Arg_3)\}

Once we have instantiated a possibilistic program P into a possibilistic argumentation framework AF_P, we can apply an argumentation semantics to AF_P in order to infer information from P.

In argumentation literature, we find that the most accepted argumentation semantics are the grounded, stable and preferred semantics suggested by Dung in [5]. The objective of these semantics is to select subsets of arguments from a set of arguments such that these subsets of arguments represent coherent points of view from a conflict. By coherent point of view, we mean that a set of arguments inferred by an argumentation semantics must be consistent and moreover it must be a defendable position in a conflict of opinions.

In order to study a relationship between the argumentation inference and the inference of some possibilistic logic programming semantics, let us define the projection \( \phi \) which is a relation from ARG_P into \( 2^S \) such that given a set of possibilistic arguments ARG, \( \phi(ARG) = \{(a, a) | (a, \text{Support}, a) \in ARG\} \).

Example 3 Let us consider the possibilistic logic program of Example 1 and the argumentation framework of Example 2. As we saw the possibilistic argumentation framework:

\[ AF_P = \{(Arg_1, Arg_2, Arg_3, Arg_4), (Arg_2, Arg_1), (Arg_3, Arg_4), (Arg_1, Arg_3)\} \]

is an instantiation of the possibilistic logic program P:

\begin{align*}
0.1 & : b \leftarrow T. \\
0.9 & : \neg a \leftarrow \text{not } b. \\
0.5 & : c \leftarrow a. \\
0.5 & : a \leftarrow T.
\end{align*}

In order to illustrate the relation between the inference of argumentation theory and possibilistic logic programming semantics, let us consider the possibilistic answer set semantics defined in [9].

It is easy to see that the only possibilistic answer set S of the program P is the inconsistent set \{\(0.1, b\), \(0.8, c\), \(0.5\)\}. On the other hand, by applying an argumentation semantics as the preferred semantics to AF_P, we can see that the only preferred extension PE of AF_P is \{Arg_2, Arg_3\}. This means that the argumentation inference based on the preferred semantics infers from P the possibilistic set \( \phi(PE) = \{\neg b, 0.8, \neg a, 0.9\} \). This means, interpreted by our medical example, that in this case there is no episodic memory dysfunction nor Alzheimer’s disease present, which would be an accurate conclusion according to medical diagnostic criteria. Observe that the argumentation inference is removing the inconsistency of the set of possibilistic atoms which can be inferred from P. It is worth remember that the possibilistic argumentation framework AF_P can be constructed from P
by considering the possibilistic answer set semantics.

Now let us formalize some important properties w.r.t. our argumentation inference. The first property that we can identify is that whenever we apply our probabilistic-based argumentation inference based on an argumentation semantics which satisfies the basic property of conflict-freeness, we will infer consistent information. It is worth mentioning that an argumentation semantics $S_{arg}$ satisfies the property of conflict-freeness, if given an argumentation framework $AF$ then for all $E \in S_{arg}(AF)$, $E$ does not contain two arguments $a$ and $b$ such that $a$ attack $b$.

**Proposition 1** Let $S$ be a possibilistic logic programming semantics, $S_{arg}$ an argumentation semantics which satisfies the property of conflict-freeness and $P$ be a possibilistic logic program. If $E \in S_{arg}(AF_0^P)$ then $\phi(E)$ is a consistent set of possibilistic atoms.

Observe that this proposition is relevant whenever the information inferred from $P$ by using the possibilistic logic programming semantics $S$ is inconsistent. However, if the information inferred from a possibilistic logic program by a possibilistic logic programming semantics is consistent, there are cases where by considering our argumentation inference based on argumentation semantics as the preferred semantics, we are able to infer more information than applying the inference based possibilistic logic semantics (due to lack of space we do not illustrate this situation).

**Proposition 2** Let $S$ be a possibilistic logic programming semantics, $S_{arg}$ the preferred semantics and $P$ be a possibilistic program, If $E \in S(P)$, then there exists $E' \in S_{arg}(AF_0^P)$ such that $E = \phi(E')$.

Another kind of inconsistency that can occur in possibilistic logic programs is the non-existence of models inferred from a possibilistic logic program by a possibilistic logic programming semantics i.e. the possibilistic answer set semantics and the possibilistic pstable semantics. For instance, let us consider the following program $P_{inc}$:

$0.3 : a \leftarrow \text{not } b$.

$0.5 : b \leftarrow \text{not } c$.

$0.6 : c \leftarrow \text{not } a$.

This program has neither possibilistic answer sets nor possibilistic pstable models. However, this kind of inconsistency can be managed by our argumentation-based inference. For instance, by considering either the possibilistic answer set semantics or the possibilistic pstable semantics, we have the following set of possibilistic arguments:

$$ARG_{P_{inc}} = \{Arg_1 = \langle a, \{0.3 : a \leftarrow \text{not } b\}, 0.3\},$$

$$Arg_2 = \langle b, \{0.5 : b \leftarrow \text{not } c\}, 0.5\},$$

$$Arg_3 = \langle c, \{0.6 : c \leftarrow \text{not } a\}, 0.6\} \}$$

Hence, we can define the following possibilistic argumentation framework: $AF_{P_{inc}} = \{(\{Arg_1, Arg_2, Arg_3\}, (Arg_1, Arg_2, (Arg_2, Arg_1)) \}.$

Observe that if we apply an argumentation semantics based on admissible sets e.g., the preferred semantics to $AF_{P_{inc}}$, we will not be able to infer any set of possibilistic atoms from $P_{inc}$. For these cases, we require to consider argumentation semantics which are not based on admissible sets. For instance, if we consider the argumentation semantics $MM^{\star}_{Arg}$ presented in [11], we can see that $MM^{\star}_{Arg}(AF_{P_{inc}})$ has three extensions: $\{(Arg_1), \{Arg_2\}, \{Arg_3\}\}.$ This means that $MM^{\star}_{Arg}$ is suggesting that one can infer the following three sets of possibilistic atoms from $P_{inc}$: $\phi(Arg_1) = \{(a, 0.3)\}$, $\phi(Arg_2) = \{(b, 0.5)\}$ and $\phi(Arg_3) = \{(c, 0.6)\}$.

6 Concluding remarks

In this paper, we defined a possibilistic-based argumentation approach based on: i. the inference of possibilistic logic programming semantics and ii. Dung’s argumentation semantics style.

This approach inherits all the expressiveness of the possibilistic logic programs [8, 10, 12] and offers some natural mechanisms for dealing with reasoning under inconsistent information. In fact, this approach does not require to apply cuts to an inconsistent possibilistic knowledge base, as it is done in possibilistic logic programming, in order to manage the non-existence of possibilistic models. Another interesting property of our approach is that any set of possibilistic atoms inferred by the possibilistic-based argumentation inference will be consistent.
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