Long Short-term Memory Neural Network for Short-term High-speed Rail Passenger Flow Forecasting
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Abstract:
The uncertainty of estimating the railway passenger flow in advance may disrupt the passenger operation and management (e.g., passenger evacuation planning, seat allocation, and train timetable programming). In order to proactively improve the service quality and efficiency of the railway system, the short-term passenger flow prediction technique is vital in the field of operation and management system. Utilizing the deep learning library-Keras, the study develops a long short-term memory neural network (LSTM NN) to predict the short-term high-speed rail (HSR) passenger flow. Processing the raw data, we first construct the passenger flow sequences as the input (output) variables. Then the grid search and cross validation techniques are applied to optimize the LSTM NN parameters. At last we utilize the data provided by Shanghai railway administration of China as the case study. Through a comparison with other representative methods, including Auto-Regressive Integrated Moving Average (ARIMA), Back Propagation Neural Network (BPNN), and Support Vector Machine Regression (SVR), results suggest that the proposed LSTM NN can generate great potentials for accurate passenger flow predictions.
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1 Introduction

High-speed rail (HSR), as a high-quality inter-city transportation mode, is developing rapidly in many countries. For example, in China HSR has become more and more popular with travelers and can effectively relieve the pressure of transporting passengers among the major metropolises. For railway operators, short-term forecasting is closely related to revenue management and service quality. Demand information provided by short-term forecasting can be used as inputs for other systems such as passenger evacuation, seat location, pricing, and train timetable programming. Thus, accurate prediction of short-term passenger flow is significant in the railway operational decision-making and dynamic operation adjustment. In the past decades, numerous short-term traffic flow prediction models have been proposed in the
transportation systems (e.g., freeway, railway, bus, and metro). These models can be generally categorized into parametric and nonparametric ones.

Parametric models, in particular smoothing techniques (Williams, 1998), grey forecasting model (Hsu and Wen, 1998; Fang and Wu, 2006), state space model (Anthony and Karlafis, 2003), and autoregressive integrated moving average (ARIMA) (Hamed et al., 1995; Lee and Fambro, 1999) have been used extensively. Especially, ARIMA has aroused wide interest since 1970s due to its effectiveness in modeling linear and stationary time series. Utilizing the 20-sec (30-sec and 60-sec) traffic flow data, Ahmed and Cook (1979) showed that ARIMA outperformed moving-average, double-exponential smoothing, and exponential smoothing with adaptive response. Lee and Fambro (1999) revealed that the subset ARIMA provided more stable and accurate predictions than full ARIMA through 5-min traffic flow prediction. What’s more, with the 15-min traffic flow data, a comparison conducted by Williams and Hoel (2003) between the nearest-neighbor (neural network and historical average model) and seasonal ARIMA favored the seasonal ARIMA. However, ARIMA assumed a linear correlation among time series data and might not address the nonlinearity issue inherent in the traffic flow; comparatively, nonparametric techniques could deal with the nonlinearity and were expected to achieve more accurate predictions. Generally, ARIMA is compared as a benchmarking method to the newly proposed nonparametric models.

For the nonparametric models, much more work has been done such as Bayesian network (Zheng et al., 2006), Kalman filtering (Qutani and Stephanedes, 1984), Support Vector Machine Regression (SVR) (Manoel et al., 2009), K-nearest Neighbor Model (Zhang et al., 2013), the probability tree (Leng et al., 2013), and the random forest (Kecman and Goverde, 2015). Regarding the short-term prediction of passenger flow only, Wei and Chen (2012) combined empirical mode decomposition (EMD) with back-propagation neural network (BPNN) to predict the 15-min metro passenger flow. Sun et al. (2015) integrated Wavelet with SVM to forecast Beijing subway ridership particularly in the rush hours. Under special events scenarios, Li et al. (2017) developed multiscale radial basis function networks to predict the 15-min metro passenger flow. Additionally, gradient boosting decision trees (Ding et al., 2016) was also applied to predict 15-min subway ridership and identify the relative influences of the independent predictor input variables. In addition, to predict railway passenger flow in a day, Tsai et al. (2009) constructed a multiple temporal unit neural network and a parallel ensemble neural network, and Jiang et al. (2014) devised a hybrid model which integrated ensemble EMD with grey support vector machine (GSVM).

Among the nonparametric models, neural networks have drawn the greatest attentions for its mapping capabilities. As a subset of neural network, recently deep learning has been applied with success in many fields, such as dimensionality reduction (Hinton and Salakhutdinov, 2006), natural language processing (Collobert and Weston, 2008), object detection (Goodfellow et al., 2013), and classification tasks (LeCun et al., 2015). Therefore, it inspires us to combine the short-term prediction with the deep architecture models. However, currently most researchers concentrated on road traffic (Liu and Chen, 2017; Bai et al., 2017; Polson and Sokolov, 2017; Mackenzie et al., 2018) and limited attention has been paid to railway passenger flow. The paper develops a LSTM NN to predict the short-term HSR passenger flow and the effectiveness of the proposed LSTM NN is validated through a comparison with ARIMA, BP NN, and SVR.
2 Methodology

2.1 Long short-term memory neural network

LSTM NN was originally introduced by Hochreiter and Schmidhuber (1997) and improved by Gers et al. (2000). The primary objective of LSTM NN is to model long-term dependencies. A LSTM NN is composed of one input layer, one recurrent hidden layer and one output layer. Different from the traditional NN, the basic unit of the hidden layer is memory block (Abigogun, 2005). The cell is responsible for transporting values over arbitrary time intervals and memorizing the temporal state. Three gates can be treated as “conventional” artificial neurons, similar to those in a feedforward neural network (i.e., the input gate and output gate control the input and output activations into the block, the forget gate selects the partial output from the upper memory block to prevent the cell values growing without bound). Through the multiplicative gates, LSTM memory cells can store and access information during the long periods of time, thus mitigating the vanishing gradient problem. The above procedure is shown in Figure 1.

![LSTM NN architecture](image)

Given the model input \( x = (x_1, x_2, \ldots, x_T) \), the output \( y = (y_1, y_2, \ldots, y_T) \), and the hidden output \( h = (h_1, h_2, \ldots, h_T) \), where \( T \) represents the prediction period. In the context of short-term passenger flow prediction, \( x \) can be considered as historical input data (e.g., time of day, weather condition, passenger flow), and \( y \) is the estimated passenger flow. The predicted passenger flow will be iteratively calculated by equations (1)-(8):

\[
i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + b_i) \\
f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f)
\]

\[
c_t = f_t \cdot c_{t-1} + i_t \cdot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c)
\]

\[
o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o)
\]

\[
h_t = o_t \cdot \tanh(c_t)
\]

\[
y_t = \sigma(W_{hy}h_t + b_y)
\]

where \( t \) is the order of observation time interval during \( T \), \( W \) terms are weight matrices (e.g., \( W_{xi} \) is the matrix of weights from the input gate \( i \) to the input \( x \)), the \( b \) terms are bias vectors.
(b_i is the input gate i bias vector), and i, f, o, c represent the input gate, forget gate, output gate, and cell activation vectors, respectively. \( \delta(\cdot) \) is the standard logistic sigmoid function:

\[
\sigma(x) = \frac{1}{1+e^{-x}}
\]

The square error is used as the loss function as follows:

\[
e(t) = \sum (y_t - \tilde{y}_t)^2
\]

where \( y_t, \tilde{y}_t \) is the observed and predicted passenger flow, respectively.

The truncated Back Propagation Through Time (BPTT) is widely used to train LSTM NN. Due to extensive mathematical derivations, the detailed steps are not covered in this section and readers may refer to (Gers, 2001) for more information.

### 2.2 Other representative models

We employ three typical forecasting models: ARIMA, BPNN, and SVR to test the performance of the LSTM NN.

**ARIMA**

ARIMA models are linear estimators regress on past values of the modeled time series (the autoregressive terms) or past prediction errors (the moving average terms), and are also written as ARIMA \((p, d, q)\), where \(p\) is the number of autoregressive terms, \(d\) is the number of order, and \(q\) is the moving average parameter.

**BPNN**

BPNN is a kind of artificial neural network which adopts a backpropagation algorithm to modify the weights of the neurons, and thus minimize the errors between the actual output values and the target output values. The basic structure of BPNN consists of an input layer, a hidden layer, and an output layer. Details of the algorithm is described in (Park and Rilett, 1999).

**SVR**

SVR is SVM for regression, it is based on the computation of a linear regression function in a high dimensional feature space, where the input data are mapped via a non-linear function. Several studies have shown the SVR effectiveness in forecasting traffic flow (Chen et al., 2011; Zhang and Liu, 2009; Zhang and Xie, 2007).

### 2.3 Grid search and cross validation

Grid search is the process of scanning the data to configure the optimal parameters for a given model. Considering the possible values of models, grid search will build a model on each parameter combination and iterate through each combination accordingly. With different model performance, it can eventually select the optimal parameters of the given model. It needs to note that grid search can be extremely computationally expensive when dealing with a high dimensional set of parameters. Generally, parameters in the LSTM NN consist of the training batch-size, the epoch, the activation function of each hidden layer, the number of hidden layers and the hidden neurons.
Cross validation is a class of model evaluation methods. The basic idea is that some of the data is removed from the entire data set before training, and the removed data can be used to test the performance of the learned model on “new” data. According to the different training set and testing sets, there are mainly three kinds of cross validation, including the holdout method, $K$-fold cross validation, and leave-one-out cross validation. In the paper $K$-fold cross validation is adopted and the process is listed in as follows:

Step1. Dividing the data set into $k$ subsets.
Step2. Taking one of the $k$ subsets as the test set and the other $k-1$ subsets as the training set, the test error is recorded.
Step3. Training and testing the model for $k$ times to ensure every data point gets to be in the test sets exactly once and in the training sets $k-1$ times.
Step4. Evaluating the model by calculating the average test error.

Grid search and cross validation are usually integrated together to find the model’s optimal parameters and evaluate its performance on “new” data simultaneously (Anguita et al., 2009; Krstajic et al., 2014).

3 Experimentation

The short-term passenger flow prediction problem can be stated as follows. Let $x_t^T$ denote the observed passenger flow in the $t^{th}$ time interval of the $T^{th}$ day during a period time. Given a sequence $\{x_t^T\}$ of observed passenger flow, $T=T, T-1, \ldots, T-m$, the goal is to predict the $x_t^{T+N}$, where $N$ represents the prediction horizon and $m$ represents the length of observation time period.

3.1 Data description

The daily sale data of Shanghai-Beijing HSR line from July 1 (Saturday), 2017 to July 31 (Monday), 2017 are provided by the Shanghai railway administration of China. There are 24 stations along Beijing-Shanghai HSR line with the length of 1,318 km. Table 1 lists the related data fields.

<table>
<thead>
<tr>
<th>No</th>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Transcation_id</td>
<td>Identifying a transaction</td>
</tr>
<tr>
<td>2</td>
<td>Transcation_timestamp</td>
<td>Time of day, day of week</td>
</tr>
<tr>
<td>3</td>
<td>Station_name</td>
<td>Origin station, destination station</td>
</tr>
</tbody>
</table>

Considering the dispatched and attracted HSR passenger flows at each station, three OD pairs with the highest passenger demand include Shanghai-Beijing, Shanghai-Nanjing, and Nanjing-Beijing during the survey period. Taking July 1 as an example, these OD pairs consist of 23.42% of the total Shanghai-Beijing HSR travel demand (10.04%, 8.27%, and 5.11%, respectively).
3.2 Model development

Training data
The training data consists of input data and output data. In addition to passenger flow $X_t^T = (x_t^1, x_t^{1-1}, \ldots, x_t^{1-m})$, the features of time of day $t$, day of week $T$ are all used as inputs in the model training stage, and the output is $x_t^{T+N}$. The validation dataset has the same features as the training dataset, and the test dataset has the same features as the inputs of training dataset, the output is the target value for prediction. Table 2 describes the code values of each feature.

<table>
<thead>
<tr>
<th>No</th>
<th>Feature</th>
<th>Code values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Time of day ($t$)</td>
<td>0-11</td>
<td>0-11 represent the 12 hours in 6:00-18:00</td>
</tr>
<tr>
<td>2</td>
<td>Day of week ($T$)</td>
<td>1-7</td>
<td>1-7 represent Monday-Sunday</td>
</tr>
<tr>
<td>3</td>
<td>Passenger flow</td>
<td>$x_t^T$</td>
<td>hourly aggregated passenger flow</td>
</tr>
</tbody>
</table>

Based on the collected daily sale data, normally we have to normalize the training data by equation (9) to improve the model efficiency:

$$\tilde{x} = (x - a)/(c - b)$$

where $x$ denotes the code value of a feature, $a$, $b$, $c$ is the average, minimum and maximum value of a feature, respectively, the normalized $X_t^T$, $x_t^T$, $T$, $t$ is marked as $(\tilde{X}_t^T, \tilde{x}_t^T, \tilde{T}, \tilde{t})$. As a result, for the LSTM NN, the final input is a sequence of passenger flow $x_t^{T'}$, with its corresponding temporal features $T'$ and $t'$, that is, vectors $X_t^{T'}$, $T'$ and $t'$, respectively, and the output is $x_t^{T'+1}$.

Model structure
The first 28-day (July 1-28) data are used for training (90%) and validation (10%), and the last 3-day (July 29-31, Saturday-Monday) data for testing. The prediction time ranges from 06:00-18:00, time interval is one hour. One-step ahead prediction means prediction horizon $N$ is 1. HSR passenger flow shows regular changes in weeks, thus the length of observation time period $m$ is 7. Given the small datasets in the paper, we fuse the grid search and the $k$-fold cross validation to enhance the model stability and reliability. The $k$ is 3–10 empirically due to massive calculation. Here we set $k$ as 7, which means to train the model 7 times on different training and validation data sets. According to related studies (Liu and Chen, 2017; Lv et al., 2015), the hidden layer (LSTM layer) size ranges from 1 to 6, the number of hidden units $l_{h} \in \{30, 60, 90, 120, 150, 180\}$, the activation function of each layer is “tanh”, the batch-size $l_{b} \in \{1, 2, 3, 4\}$, epoch value depends on the number of training parameters based on equations (1-7), at last a dense layer is added to the output layer. Figure 2 shows the prediction process.

The deep learning library-Keras is a high-level neural networks API, written in Python and capable of running on top of TensorFlow, CNTK, or Theano. It was developed with a focus on enabling fast experimentation. Utilizing the Keras, Table 3 shows the optimal parameters in the LSTM NN.
Table 3: The key hyperparameters in the LSTM NN

<table>
<thead>
<tr>
<th>Task</th>
<th>Hidden layers</th>
<th>Hidden units(bottom-top)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A day ahead passenger flow prediction (time interval : an hour)</td>
<td>2</td>
<td>[90,90]</td>
</tr>
</tbody>
</table>

For the ARIMA, the input is passenger flow vector $X_t^T$ and the output is $x_t^{T+1}$, the best model ARIMA (5,0,2) selected by `auto.arima` function.

For the BPNN, the input is $X_t^T$, $T$, $T'$ and the output is $x_t^{T'+1}$, the grid search and the cross-validation were utilized to build the optimal structure of the BP NN, while the hidden layer size was less than 3 caused by vanishing gradient.

For the SVR, the input is $X_t^T$, $T$, $T'$ and the output is $x_t^{T'+1}$, radial basis function (RBF) was used (Cherkassky and Ma, 2004) with three other parameters: cost $C$, width parameter $g$, and epsilon $\varepsilon$. Parameters were learned by parameter tuning function `tune` using gird search.
3.3 Model evaluation

The prediction accuracy is evaluated with the use of Mean Absolute Percentage Error (MAPE) and Root Mean Square error (RMSE). These measures are defined as follows:

\[
\text{MAPE}(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}
\]

(10)

\[
\text{RMSE}(y, \hat{y}) = \left[ \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \right]^{1/2}
\]

(11)

where \(y_i\) is the observed passenger flow, \(\hat{y}_i\) is the predicted passenger flow, and \(n\) is the total number of predictions.

4 Results

The OD pairs (Shanghai-Beijing and Shanghai-Nanjing) with the highest passenger demand belong to two typical categories (i.e., long distance (more than 800 km) and middle distance (200-800 km)) in the railway operations, which are selected for the prediction. Figure 3 shows the outputs of ARIMA, BPNN, SVR, and LSTM NN. Table 4 presents the forecasting errors.
According to the MAPE and RMSE values in Table 4, the LSTM NN is superior to the BPNN, SVR, and ARIMA for the short-term HSR passenger flow prediction, while the BPNN outperforms SVR, and SVR outperforms ARIMA. The results strongly indicate that the relationship between the historical and forecasting passenger flow are non-linearly correlated.

Also, Figure 3 shows that passenger flow time distribution is significantly different in the two chosen OD pairs. Additionally, the test data include passenger flow of both working and non-working days (Saturday-Monday) between which passenger flow time distribution also shows a weak regularity for both OD pairs, however, the prediction accuracy of four models shows slight fluctuations. The observations can be attributed to two possible reasons. On the one hand, the adopted models are efficient enough to forecast passenger flow. On the other hand, given the chosen OD pairs, the mathematical relationship between the input and output is similar, which leads to the stable model performance.
Nonetheless, the LSTM NN does not seem to perform well in several time intervals (e.g., 11:00-12:00 on July 29 and 15:00-16:00 on July 30 (Shanghai-Beijing), 16:00-17:00 on July 30 and July 31 (Shanghai-Nanjing)) in Figure 4.

Figure 4: Prediction errors analysis (Shanghai-Beijing, Shanghai-Nanjing)
The phenomenon may be explained that the model input features (i.e., time of day, day of week, and passenger flow volume) are not sufficient for prediction under special scenarios. For instance, passenger flow with a sharp increase (e.g., 13:00-14:00 on July 30(Shanghai-Beijing)) or decrease (e.g., 16:00-17:00 on July 31(Shanghai-Nanjing)) was easily affected by other factors (e.g., weather and an emergency), we have not considered these factors yet and consequently degraded the model prediction performance. More features need to be assessed and added to enhance the model reliability and stability. Besides, to analyze the LSTM NN performance with different time intervals, \( x_t \) is also aggregated by 2-hour (3-hour, 4-hour, and 5-hour), Figure 5 shows the forecasting errors.

![Figure 5: Prediction errors with different time intervals](image)

With larger prediction time interval, the forecasting errors of both OD pairs become smaller in Figure 5. The underlying reason is that smaller time interval increases the fluctuation of passenger flow data, while greater interval contributes to more stability and thus passenger flow prediction is relatively easier. The conclusion is consistent with the variability in regularity of metro passenger flow (Zhong et al., 2016), it points out that dramatically increased invariability may occur up to the temporal scale of about 15minutes according to the cases of Beijing, Singapore, and London, implying that time interval limits exist when we attempt to forecast the short-term passenger flow.
Additionally, we evaluate the forecasting performance in up to 7-step ahead, that is, to predict $x_t^{i+1}, x_t^{i+2}, x_t^{i+3}, x_t^{i+4}, x_t^{i+5}, x_t^{i+6}, x_t^{i+7}$, respectively. We first forecast the first step, then the forecasted value is applied as a part of the input variables for the next step prediction. Thus, the entire horizon can be repeatedly predicted step by step. Figure 6 shows the forecasting errors.

As the forecasting step increases, the prediction accuracy also decreases in Figure 6. When $N>3$, the performance of the LSTM NN degrades significantly. The reason could be that the cumulative forecasting error causes the input data to be much less efficient, and $x_t^{i+N}$ is less predictable.

**5 Conclusions**

The main contribution of the paper is to develop a LSTM model to predict short-term HSR passenger flow. Preprocessing the raw data, we construct the input and output variables, and get the optimal LSTM parameters through grid search and cross-validation. Compared with the traditional forecasting methods (ARIMA, BPNN, and SVR), the proposed model poses a great potential for short-term passenger flow prediction. In addition, the LSTM NN performed better with larger time intervals, but performance degrades significantly with the increase of forecasting step.
One of the drawbacks of deep learning models is the low explanatory power (Polson and Sokolov, 2017)). In a recent review of short-term forecasting technique (Vlahogianni et al., 2014), model interpretability is mentioned as one of the barriers in implementing more sophisticated machine learning models in practice. Liu and Chen (2017) tried to explain that the deep architecture could extract the deep features and perform well in BRT passenger flow prediction, while the passenger travel behavior of BRT is different from HSR. The issue needs to be studied further.
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