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Abstract
Biological systems are often very complex so that an appropriate formalism is needed for modeling their behavior. Hybrid Petri nets, consisting of time-discrete as well as continuous Petri net elements, have proven to be ideal. This formalism was implemented based on the Modelica language. Several Petri net components are structured within an advanced Petri net library. A special sub-library contains so-called wrappers for specific biological reactions to simplify the modeling procedure.

The Petri net models developed with the Dymola tool can be connected to Matlab Simulink to use all the Matlab power for parameter identification, sensitivity analysis and stochastic simulation.

This paper illustrates the usage of the Petri net library, the coupling to Matlab Simulink and further processing of the simulation results with algorithms in Matlab. In addition, the application is demonstrated by modeling the metabolism of Chinese Hamster Ovary Cells.
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1 Introduction
The procedure of modeling and simulation is displayed in Figure 1. The beginning of the process is founded by a set of objectives and purposes which are translated together with current knowledge of the system into a list of specific hypotheses.

The next stage is to find a formalism which can model the defined hypotheses by specific mathematical equations. The modeling of biological systems demand often a combination of continuous and discrete equations, a differential equation system sole is often not sufficient. Examples are gene regulation and processes where the organism switches from substance production to consumption or vice versa when special environmental conditions occur. This kind of process takes place within the metabolism of Chinese Hamster Ovary Cells (CHO-Cells) which switches from lactate and ammonium production to consumption after a specific change of environmental conditions. In addition, the antibody production starts only when special environmental conditions occur. The concrete mechanism is part of section 5.

Figure 1: The modeling procedure
The hybrid Petri net concept, consisting time-discrete as well as continuous Petri net elements, fulfills all the required biological conditions and is thusly applicable for the realization of the CHO-model. The biological pools, like e.g. metabolites, genes, proteomes and signals are represented by
places. The reactions between them can be modeled by transitions. This transfer of biological systems to Petri nets was first introduced by Reddy [1]. An introduction in the basic Petri net concepts is given in section 2.

Since the Modelica language provides all necessary features to implement the Petri net formalism it has been chosen to develop an advanced Petri net library, whereby the Petri net component models consist of differential, algebraic and discrete equations. Section 3 gives an introduction to the Petri net library.

On the basis of an established Petri net model, several calibration and analysis methods can be applied by coupling Dymola with Matlab Simulink. Section 4 gives an introduction in selected methods for parameter identification, sensitivity analysis and stochastic simulation as well as their realization within Matlab Simulink.

The modeling procedure is done if the model satisfies all determined objectives. Otherwise the mathematical formulation is wrong or the hypotheses are not correct for the desired objectives. In this case the modeling procedure has to be restarted at the respective stage.

2 Petri Nets

The Petri net formalism for graphical modeling of concurrent and nondeterministic processes was first introduced by Carl Adam Petri in 1962 [2]. A Petri net is mathematically a directed, 2-colored and bipartite graph. The property 2-colored implies the division in two unique node sets which are called transitions and places and only places can be connected to transitions or transitions to places according to the bipartite attribute. The places are represented graphically by circles and transitions by rectangles. A place models a state, for example of an object or a condition, while a transition models the change of states, for example activities or events.

Every place can contain an integer number of tokens. These tokens are represented graphically by little, black dots or numbers inside the places. A concrete determination of the token number of a place is called state of the place and a concrete determination of the token numbers of every place is called the state of the Petri net. Furthermore, the directed edges can have integer weightings which are written at the edges.

Following all places in the previous area of a transition are called previous places and all in the past area are called past places. Similarly, the transitions in the previous area of a place are called previous transitions and all in the past area are called past transitions (see Figure 2).

Figure 2: Previous and past places, and previous and past transitions

A transition is ready-to-fire if all previous places have at least as much tokens as the edge weightings. A ready-to-fire transition fires by removing as much tokens as the edge weightings from all previous places and by adding as much tokens as the edge weightings to all past places.

Figure 3 shows at the top an example of a Petri net where the transitions T1 and T2 are ready-to-fire and the others not. The Petri net at the bottom displays the new state after firing transition T1 and T2.

Figure 3: Petri net example, top: transitions T1 and T2 are ready-to-fire, bottom: new state of the Petri net after firing transition T1 and T2

In the last years, the basic Petri net concept, described above has been more and more extended in order to model different kind of applications (e.g. biological systems). The first extension is that every place in a Petri net has a lower and upper limit of
tokens. These Petri nets are called *Petri nets with capacities*. Biological applications demand not alone capacitiated places but also limitations especial for each edge from places to transitions. In this conjunction, the lower bound of an edge is called *threshold*, the upper bound is called *inhibition* and the Petri net is called *Petri net with edge bounds*. The fixed edge weightings can be replaced by dynamical ones which may depend on the current token number of a place. In this manner, not only integers can be written at the edges but also the name of a place. This Petri net extension is called *self-modified Petri net* and was first introduced by Valk [3]. These self-modified Petri nets can be further expanded to *functional Petri nets* by allowing functions as edge weightings which may depend on token numbers of several places [4]. For the simulation of a Petri net it is necessary to associate time with its behavior. One possibility to do this is that every transition gets a delay. A delay is the time period that the respective state change takes. This Petri net concept is called *timed Petri net*. This concept can be modified to *stochastic Petri nets* by random delays, i.e. the fixed values are replaced by random numbers that change at every activation point in time. The delays are exponentially distributed random numbers, whereby the characteristic parameter $\lambda$ can depend on token numbers of several places (see e.g. [5], [6]).

Biochemical reactions occur in most cases continuously. In order to model these reactions, the discrete Petri net concept has to be transferred to a continuous one [7]. The most serious difference between discrete and *continuous Petri nets* is that token numbers are real and that transitions fire continuously. A function is assigned to every edge of a continuous Petri net depending on token numbers of several places just like functional Petri nets. These functions specify the speed of the firing process and are the right side of differential equations. A continuous Petri net is an ordinary differential equation system whose structure can change within time. Additionally, the modeling of biological systems demands often a combination of discrete and continuous processes. Hybrid Petri nets which contain discrete as well as continuous Petri net elements accomplish this [8]. The following connections are allowed within hybrid Petri nets

- discrete place → discrete transition
- discrete transition → discrete place
- continuous place → continuous transition
- continuous transition → continuous place
- continuous place → discrete transition
- discrete transition → continuous place
- discrete place → continuous transition
- continuous transition → discrete place

### 3 Petri Net Library

The advanced Petri net library described in this paper bases on the previous ones developed in Modelica ([9], [10], [11]). The improvements are:

- **Discrete Petri nets**
  - Edges can have integer or functional weightings depending on token numbers of several places
  - Edges can have integer bounds (threshold and inhibition values)
  - If a place has a bottleneck, the connected transitions are enabled randomly with different probabilities

- **Continuous Petri nets**
  - Generalization of the discrete Petri net concept to the continuous one
  - Edges can have functional weightings depending on token numbers of several places
  - Places can have minimum and maximum capacities and edges can have bounds (threshold and inhibition values)

- **Hybrid Petri nets**
  - Combination of discrete and continuous Petri net elements to hybrid Petri nets

The advanced Petri net library is structured in five sub-libraries: Discrete, Continuous, Stochastic, Reactions and Global. Additionally, there are packages for Interfaces, Constants, Functions and Blocks which are used within component models (see Figure 4). The Petri net elements of the library are represented by the icons in Figure 5.
The implementation details of places and transitions can be found in [12]. This Petri net library has been improved concerning the connectors of places and transitions since new modeling features are available in Modelica 3.2. The components have been upgraded by using the connectorSizing annotation [13].

\[
\text{parameter Real } n_{\text{Past}}=1 \text{ annotation (Dialog(connectorSizing=true));}
\]
\[
\text{parameter Real } n_{\text{Pre}}=1 \text{ annotation (Dialog(connectorSizing=true));}
\]

The parameters \( n_{\text{Past}} \) and \( n_{\text{Pre}} \) are used as dimension size of the vectors of connectors. The Dymola tool set these parameters automatically, i.e. they appear not in the property dialog. If a new connection is drawn, the respective parameters are incremented by one and a new connect-equation is created for the new highest index. Figure 6 shows a Petri net example as component diagram and the corresponding connect-equations that are created automatically by drawing a line from place to transition. In regard to this upgrade, some of the parameters of the place and transition models have to be entered as vectors since they belong to their edges. Exemplary, the vector parameter \( \text{add} \) of a transition which contains all weightings of the edges to its past places (cp section 3.2). The weighting of the edge from transition \( T_2 \) in Figure 6 to place \( P_2 \) is supposed to be 5 and the weighting of the edge from \( T_2 \) to \( P_3 \) is supposed to be 8. Then the parameter \( \text{add} \) has to be \( \text{add}=(5, 7) \). The first entry in the add-vector corresponds to the first connection starting from \( T_2 \) indexed with [1] and the second entry corresponds to the second connection indexed with [2].

The drawback of this concept is that the knowledge about the indices of the connections is needed to guarantee the right assignment of the edge weightings. When a connection is added or deleted one must keep attention that the entries of the vector parameters are still in the right order. But on the other hand the big advantage is that components can have an arbitrary amount of previous and past, which simplifies the modeling process enormously.

**Table 1: Parameters of both places (discrete and continuous)**

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Type/ Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>startTokens</td>
<td>The number of tokens that the place contains at the beginning of the simulation. In the discrete case nonnegative integer and in the continuous case nonnegative real numbers can be entered.</td>
<td>scalar/ zero</td>
</tr>
<tr>
<td>minTokens</td>
<td>The minimum number of tokens that the place must always contain. In the discrete case nonnegative integer and in the continuous case nonnegative real numbers can be entered.</td>
<td>scalar/ zero</td>
</tr>
<tr>
<td>maxTokens</td>
<td>The maximum number of tokens that the place can contain. In the discrete case nonnegative integer and in the continuous case nonnegative real numbers can be entered.</td>
<td>scalar/ infinite</td>
</tr>
</tbody>
</table>
### Table 2: Parameters only of discrete places

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Type/Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>enablePast</td>
<td>Enabling probabilities of the past transitions. If a place has not enough tokens to enable all its past transitions, a random decision must be made whereby the respective transition is chosen with the entered probability. The sum of all enabling probabilities has to be one (see Figure 7).</td>
<td>vector/each entry ( \frac{1}{nPast} )</td>
</tr>
<tr>
<td>enablePre</td>
<td>Enabling probabilities of the previous transitions. If a place cannot gain tokens from all its previous transitions due to its maximum capacity, a random decision must be made whereby the respective transition is chosen with the entered probability. The sum of all enabling probabilities has to be one.</td>
<td>vector/each entry ( \frac{1}{nPre} )</td>
</tr>
</tbody>
</table>

**Figure 7: Petri net example for the enablePast parameter:** The place P has one token, not enough to fire in T1 and T2 simultaneously since both edge weightings are one. A random decision is applied where T1 is chosen with the probability 0.9 and T2 with the probability 0.1. The sum of all enabling probabilities of a place has to equal one.

### 3.2 Transition Model

The parameters available in all transition models are summarized in Table 3. Table 4 contains the parameters, which are only part of the discrete transition. Those that can be only set in stochastic transitions are shown in Table 5.

### Table 3: Parameters of all transitions (discrete, stochastic and continuous)

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Type/Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>Weightings of edges starting from previous places. Nonnegative integers can be entered in the discrete and stochastic case and nonnegative real numbers in the continuous case.</td>
<td>vector/each entry infinite</td>
</tr>
<tr>
<td>add</td>
<td>Weightings of edges ending in past places. In the discrete and stochastic case nonnegative integers and functions can be entered and in the continuous one nonnegative real numbers and functions are allowed. With the ( \text{&quot;.t&quot;})-notation one can access the tokens of a place for edge weightings, e.g. ( \text{add} = {0.45*P1.t} ).</td>
<td>vector/each entry ( \frac{1}{nPre} )</td>
</tr>
<tr>
<td>inhibition</td>
<td>Upper bound of edges starting from previous places. Nonnegative integers can be entered in the discrete and stochastic case and nonnegative real numbers in the continuous case.</td>
<td>vector/each entry ( \frac{1}{nPre} )</td>
</tr>
<tr>
<td>threshold</td>
<td>Lower bound of edges starting from previous places. Nonnegative integer can be entered in the discrete and stochastic case and nonnegative real numbers in the continuous case.</td>
<td>vector/each entry ( \frac{1}{nPre} )</td>
</tr>
<tr>
<td>con</td>
<td>Condition which has to be true so that the transition can become active and can fire, e.g. ( \text{time} &gt; 9.7 ).</td>
<td>scalar/true</td>
</tr>
</tbody>
</table>

### Table 4: Parameter only of a discrete transition

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Type/Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>delay</td>
<td>The time that a discrete transition waits after its activation before it fires.</td>
<td>scalar/1</td>
</tr>
</tbody>
</table>

### Table 5: Parameters only of a stochastic transition

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Type/Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Constant for the pre-defined lambda functions (see parameter lambdaFunc)</td>
<td>scalar/1</td>
</tr>
<tr>
<td>lambdaFunc</td>
<td>Pre-defined function for the lambda calculation; choice between Stochastic mass</td>
<td>scalar/Stochastic mass</td>
</tr>
</tbody>
</table>
tic mass action hazard function and Stochastic level hazard function (see [14])

| lambda | User-defined function for lambda instead of the pre-defined lambda functions (Stochastic mass action hazard function and Stochastic level hazard function) | scalar |

3.3 Reactions Sub-Library

The Petri net models of the Discrete, Continuous and Stochastic sub-libraries can be wrapped into models for different kinds of biological reactions to simplify the modeling process. These model components are organized in the sub-library Reactions which is also divided in several sub-libraries for different reaction types. Till now there are:

- Reaction kinetics
- Enzyme kinetics
- Growth kinetics
- Culture strategies
- Process activations

The detailed wrapping process is explained in [15].

3.4 Animation in Dymola

The simulation results can be displayed by either plots of selected token numbers or by an animation. By the latter the degree of redness changes during time according to the token number of the place, i.e. a red place has many tokens and a white place is empty. The redness degree can be scaled from 0 to 100 by the green Settings-box which is a component of the Global sub-library (see Figure 8).

```
annotation(fillColor = DynamicSelect((255,255,255),if scale<100 then (255,255-2.55*tokenscale,255-2.55*scale) else {255,0,0} ))
```

Figure 9 shows the redness change of a Petri Net example during time. This animation offers a good way for analyzing large and complex Petri Nets.

![Figure 9: Animation of a Petri net in Dymola; the token distribution of the Petri net example, top: at the beginning of the simulation, middle: after a simulation of 50 time units, bottom: after a simulation of 100 time units; the degree of redness corresponds to the token numbers, i.e. a red place has many tokens and a white place is empty](image)

4 Model Calibration and Analysis

Once a Petri net model is established, the next step according to Figure 1 is to get further insight in the model parameter characteristics by sensitivity analysis, parameter identification and stochastic simula-
tion. For this, a connection between the Petri net model in Dymola and Matlab Simulink has to be created to benefit from the power of Matlab.

### 4.1 Connection Dymola and Matlab Simulink

For parameter optimization, sensitivity analysis and stochastic simulation, it is necessary to simulate the model several times with different parameter settings. Dymola offers a possibility to connect a Modelica model to Matlab by a Simulink interface (DymolaBlock) and a set of Matlab m-files [16]. Figure 10 displays at the top a Petri net modeled by the Petri net library in Dymola and at the bottom the corresponding Simulink model. If the token number of a place over the time is needed in Matlab for further calculations, one has to create a connector above the respective place. This is an orange `IntegerOutput` connector in the case of a discrete place or a blue `RealOutput` connector if it is a continuous place. In the Petri net example of Figure 10 the token numbers of the places $P_1$, $P_5$ and $P_7$ are needed in Matlab, whereby $P_1$ is a discrete place with an `IntegerOutput` connector and $P_5$ and $P_7$ are continuous with a `RealOutput` connector. The DymolaBlock in Simulink generates a connector for all places connected with an output connector in Dymola. These connectors can then be connected via a bus to an output port so that these simulation results are saved in a matrix and are available in the Matlab environment for further calculations. In the same manner it is also possible that Petri net models get inputs from Matlab via a connection between a Simulink source and a Modelica `IntegerInput` or `RealInput` connector.

To connect a Dymola-model with Simulink, one has to enter the model name and its path in the property dialog of the DymolaBlock (see Figure 11). After that, the model can be complied and the parameters can be set. The parameters can be also set within Matlab by special m-files.

```matlab
[p,x0,pnames,x0names]=loaddsin('example.txt');
p=setParameterByName(pnames,p,'param1',25);
setParametersFDsin('example1',pnames,p,x0names,x0);
```

For a detailed description see [16]. After the parameter setting the Simulink model can be simulated by the prompt

```matlab
sim(model,timespan,options,ut).
```

### 4.2 Sensitivity Analysis

The goal of the sensitivity analysis is to apportion the uncertainty in model output to the different sources of uncertainty in the model input (e.g. model parameter) [17]. It can uncover technical errors in the model, identify critical regions in the input space, establish priorities for research, simplify models and defend against falsifications of the analysis [18]. The techniques can be divided in local and global methods. The local sensitivity analysis concentrates on the local impact of the input factors on the model and is usually performed by computing
the partial derivatives of the output functions with respect to the input factors. In contrast, the \textit{global sensitivity analysis} considered the influence of the input factors according to a given range of variation and a probability density function.

The Petri net component models contain among others discrete equations (e.g. \texttt{when}-equation). Following, several events are detected within the simulation of a Petri net so that the function of token development over time is mostly not differentiable and not continuous. This engender that the local sensitivity analysis methods cannot be applied and one has to access the global methods. Various global sensitivity analysis methods are available (see e.g. [19]). Some of them were implemented in Matlab and can be chosen with respect to the model structure.

For the example in section 5 the \textit{extended Fourier Amplitude Sensitivity Test (eFAST)} has been applied. The eFAST is a variance-based method, i.e. it uses the variance as indicator of the importance of the input factors. The enormous advantage of this method is its applicability independent of any assumptions about the model structure. That means it works for models with a linear as well as a non-linear relationship between input and output and it is unimportant if this relationship is monotonic or not.

The Fourier Sensitivity Amplitude Test (FAST) was developed by Cukier and others in the 1970s ([20], [21], [22]) and extended by Saltelli and others in 1999 [23]. The main idea behind the FAST is to convert the \( m \)-dimensional integral of the mean value of the output \( Y \)

\[
\langle Y \rangle = \int \ldots \int Y(x) \cdot P(x) \, dx
\]

into a one-dimensional integral in \( s \) by using the transformation functions, called \textit{search curves}:

\[
x_i = G_i(\sin(\omega_i s)),
\]

where \( x \) is the \( n \)-dimensional vector of input factors, \( P(x) = \prod_{i=1}^{m} P_i(x_i) \) is the product of their probability density functions, \( s \in (-\pi, \pi) \) is the \textit{search variable} and \( \{\omega_i\} \) is a set of integer angular frequencies. If the frequencies \( \omega_i \) and the search curves \( G_i(\sin(\omega_i s)) \) are chosen appropriate, the expectation of \( Y \) can be approximated by

\[
E(Y) = \frac{1}{2\pi} \int_{-\pi}^{\pi} Y(s) \cos(js) \, ds,
\]

where \( Y(s) = Y(G_1(\sin(\omega_1 s)), \ldots, G_n(\sin(\omega_n s))) \).

The variance of \( Y \) can be approximated by the Fourier coefficients \( A_k \) and \( B_k \) [24]

\[
\text{Var}(Y) \approx 2 \sum_{k=1}^{\infty} A_k^2 + B_k^2,
\]

where

\[
A_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} Y(s) \cos(js) \, ds
\]

\[
B_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} Y(s) \sin(js) \, ds.
\]

The expressions \( E(Y) \) and \( \text{Var}(Y) \) provides a way to estimate the expectation and the variance of the output \( Y \). Additionally, the application of the FAST method demands a definition of the frequencies \( \omega_i \), the search curves \( G_i \) and the number of sufficient points at which the model is evaluated to allow a numerical approximation of the expectation and the variance. For this it is referred to ([20], [21], [24], [23], [19]).

The contribution of factor \( x_i \) to the variance of \( Y \) can then be approximated by the partial variance

\[
D_i = 2 \sum_{p=1}^{M} (A_{p\omega_i}^2 + B_{p\omega_i}^2),
\]

where \( M \) is the maximum harmonic that is considered [22]. The ratios

\[
S_i = \frac{D_i}{\text{Var}(Y)}
\]

provide a way to rank the input factors according to their contribution to the variance of output \( Y \), called \textit{first-order sensitivity coefficients}. An implementation of the FAST method can be found in [25].

This method has been improved by Saltelli and others [23] to the extended FAST method (eFAST) which computes the total (all-effects) contribution of each input factor to the output variance. This is done by assigning a usually high frequency \( \omega_i \) to an investigated factor \( x_i \) and a set of almost identical and usually low, but different from \( \omega_i \), frequencies \( \omega_{-i} \) to all remaining factors. The partial variance of the complementary set can be computed by

\[
D_{-i} = 2 \sum_{p=1}^{M} (A_{p\omega_{-i}}^2 + B_{p\omega_{-i}}^2),
\]

whereby \( D_{-i} \) measures the effect of any orders that do not involve the factor \( x_i \). The \textit{total sensitivity coefficients} are then given by

\[
TS_i = 1 - \frac{D_{-i}}{\text{Var}(Y)}.
\]

For the choice of the frequencies and a detailed description of the eFAST method, it is referred to [23].

### 4.3 Parameter Identification

The parameter identification deals with methods that estimate the unknown model parameter to adapt the model behavior as good as possible to the reality e.g. to the measured experimental data. The objective of the optimization procedure can be for example the least squares
\[
f(x) = \sum_{j=1}^{n} \sum_{l=1}^{r} \left( \frac{y_j(t_l, x) - d_j(t_l)}{d_j(t_l)} \right)^2 \rightarrow \min \quad \text{Eq. 1}
\]

where \( x \) is the input vector, \( y_j(t_l, x) \) is the \( j \)-th model output corresponding to the input \( x \) at time \( t_l \), \( d_j(t_l) \) is the measurement of the \( j \)-th output at time \( t_l \), \( n \) is the number of measured outputs and \( r \) is the number of measured points in time. Several numerical methods are well known to solve this problem. An overview can be found in [26]. However, if the underlying model is a Petri net the standard methods like Gauss-Newton or Levenberg-Marquardt are inoperative due to the non-differentiability and non-continuity of the model output. Global optimization methods has to be use that work without derivatives. For an overview of global optimization methods it is referred to [27]. In the example in section 5 a special evolution strategy, the Covariance Matrix Adaption Evolution Strategy (CMA-ES), is applied to estimate the unknown model parameters. Evolution strategies consist in general of the following steps:

1. **Initialization**: a specific number of individuals is generated by a random procedure.
2. **Recombination**: one or more parents produce one or more offspring. Several methods are documented (see e.g. [28]).
3. **Mutation**: minor change of the offspring.
4. **Selection**: a specific number of the best individuals form the parents of new generation. Several methods can be found in [27]. The next iteration begins with the recombination.

The parameter estimation with the CMA-ES algorithm bases on the mentioned steps above and additionally two main principles plays an important role [29].

The first is to increase the probability of a successful mutation according to the maximum likelihood principle. Therefore, the mean of the distribution is updated such that the likelihood of previously successful candidate solutions is maximized. Furthermore, the covariance matrix of the distribution is updated such that the likelihood of previously realized successful steps to appear again is increased. These updates can be interpreted as a natural gradient descent and consequently the CMA conducts an iterated principal component analysis of successful steps while retaining all principle axes. The covariance matrix adaption is to learn about the second order model of the underlying objective function.

The second is to record two paths of time evolution of the distribution mean of the strategy. Such a path contains important information about the correlation between consecutive steps. The first path is used for the covariance matrix adaption procedure and the second is used for a step-size control. A detailed description of the algorithm and its implementation can be found in [29].

### 4.4 Stochastic Simulation

Stochastic simulation is to simulate many realizations of a stochastic model (stochastic Petri net) and to study the arising results. One method is Gillespie’s algorithm [30] which was created to simulate chemical and biochemical reaction systems efficiently and accurately. It is a modification of the Monte Carlo method. The elementary steps according to an underlying stochastic Petri net model are:

1. **Initialization**: Initialize the number of tokens in the stochastic Petri net, reaction constants, and the random number generators.
2. **Monte Carlo step**: Generate random number to determine the next transitions to fire as well as their delays. The delays are exponentially distributed random numbers, whereby the characteristic parameter \( \lambda \) is proportional to token numbers of the previous places.
3. **Update**: Update token numbers based on the firing transitions.
4. **Iterate**: Go back to step 2 unless the simulation time has been exceeded.

### 5 Example: Modeling the metabolism of Chinese Ovary Cells

The Chinese Hamster Ovary (CHO) Cells produce antibodies which are part of many pharmaceuticals [31]. Additionally, they release the waste-products lactate and ammonium which can inhibit their growth and antibody production when specific concentrations are exceeded ([32], [33], [34]).

Experiments were performed by growing the CHO-Cells in shaking flaks, whereby they were fed with the nutrients glucose and glutamine. They produced by conversion of these nutrients antibodies, ammonium and lactate. By the latter ones it is assumed that they cannot only be produced by the CHO-Cells but also consumed when the environmental conditions are appropriate ([35], [36]). Figure 12 displays these coherencies and Figure 13 represents the experimental data of CHO-Cells growing in shaking flaks.

The experiments were performed by the University of Applied Sciences Bielefeld, Biotechnology department [37]. The cells grow till day 4 (exponential growing phase) afterwards they pass over to the stationary phase for 2 days where approximately as
much cells grow as die. Finally, more cells die than new ones grow thus the curve of living cells decreases and the curve of death cells increases (death phase).

Figure 12: The main metabolism of the CHO-cells

The nutrient Glucose is exhausted at the end of the experiment and the waste-product lactate is produced till day 4 and afterwards it is consumed. They convert it back to pyruvate which enters the citric acid cycle (TCA-cycle) [36]. Here, it is assumed that they start the lactate consumption when a specific lactate concentration is exceeded. Additionally, the ammonium concentration decreases after 4 days and the glutamine concentration increases. In this conjunction, it seems likely that the CHO-cells can convert ammonium back to glutamine when the glutamine concentration falls below a specific value.

The Antibody production starts first after 2.5 days and does not stop until the end of the experiment. At this point the supposition is that the cells start the production first when the glucose becomes limiting.

Figure 13: Experimental data of CHO-Cells growing in shaking flaks

A continuous Petri Net models the dynamics of the CHO-cells (see Figure 14). This Petri Net covers a lot of different differential equation systems. Which of them is chosen depends on the environmental conditions. At the beginning of the experiment, it represents the following ODEs

\[
\frac{dX_t}{dt} = \mu \cdot X_v \\
\frac{dX_d}{dt} = \mu_d \cdot X_v \\
\frac{dX_v}{dt} = (\mu - \mu_d) \cdot X_v \\
\frac{dGlc}{dt} = -q_{glc} \cdot X_v \\
\frac{dGlu}{dt} = -q_{glu} \cdot X_v - k_{sd} \cdot Glu \\
\frac{dlac}{dt} = q_{lac} \cdot X_v \\
\frac{damm}{dt} = q_{amm} \cdot X_v + k_{sd} \cdot X_v \\
\frac{dAb}{dt} = 0
\]

where \(X_t\) is the concentration of total cells \(10^8\) cells/L), \(X_d\) is the concentration of death cells \(10^8\) cells/L), \(X_v\) is the concentration of living cells \(10^8\) cells/L), \(Glc\) is the glucose concentration (mM), \(Glu\) is the glutamine concentration (mM), \(Lac\) is the lactate concentration (mM), \(Amm\) is the Ammonium concentration (mM), \(Ab\) is the Antibody concentration (mg/L), \(\mu\) is the specific growth rate (1/d), \(\mu_d\) is the specific death rate (1/d), \(q_{glc}\) is the specific glucose uptake rate (mmol/10^8 cells/d), \(q_{glu}\) is the specific glutamine uptake rate (mmol/10^8 cells/d), \(k_{sd}\) is the constant for the spontaneous degradation of glutamine, \(q_{lac}\) is the specific lactate production rate (mmol/10^8 cells/d), \(q_{amm}\) is the specific ammonium production rate (mmol/10^8 cells/d) and \(X_t0, X_d0, X_v0, Glc0, Glu0, Lac0, Amm0\) and \(Ab0\) are the initial concentrations.

The conversion from glutamine to ammonium can take place in two different ways: the CHO-cells can perform it \(q_{glu} \cdot X_v, q_{amm} \cdot X_v\) and it can occur within the medium by spontaneous decomposition \(k_{sd} \cdot Glu\) [38]. No antibodies are produced at the beginning of the experiment hence the differential equation is set to
zero. After a specific change of the environmental conditions, the antibody production starts and Eq. 9 has to be changed to
\[
\frac{d\text{Ab}}{dt} = q_{\text{ab}} \cdot X_v
\]
where \(q_{\text{ab}}\) is the antibody production rate (mg/10^8 cells/d). The supposition is that the decreasing glucose concentration initiates the antibody production. In terms
\[
\frac{d\text{Ab}}{dt} = \begin{cases} 
q_{\text{ab}} \cdot X_v & \text{Glc} \geq 14 \text{ mM} \\
0 & \text{Glc} < 14 \text{ mM}
\end{cases}
\]\nEq. 11

A similar switching situation occurs by the lactate concentration. At the beginning the dynamics are represented by Eq. 7 and after a specific change of the environmental conditions, especially the lactate concentration passes a threshold, the dynamics are described by
\[
\frac{d\text{Lac}}{dt} = \begin{cases} 
q_{\text{lac}} \cdot X_v - q_{\text{lacs}} \cdot X_v, \text{Lac} \geq 19 \text{ mM} \\
q_{\text{lac}} \cdot X_v, \text{Lac} < 19 \text{ mM}
\end{cases}
\]
Eq. 13

where \(q_{\text{lacs}}\) is the specific lactate consumption rate (mmol/10^8 cells/d). The glutamine consumption and production, respectively, leads to the following switching equation, whereby the change is initiated by the decreasing glutamine concentration
\[
\frac{d\text{Glu}}{dt} = \begin{cases} 
-q_{\text{glu}} \cdot X_v - k_{\text{sd}} \cdot \text{Glu}, \text{Glu} \geq 0.4 \text{ mM} \\
-q_{\text{glu}} \cdot X_v - k_{\text{sd}} \cdot \text{Glu} + q_{\text{glus}} \cdot X_v, \text{Glu} < 0.4 \text{ mM}
\end{cases}
\]
where \(q_{\text{glus}}\) is the specific glutamine production rate (mmol/10^8 cells/d) and the corresponding dynamics for the ammonium concentration are
\[
\frac{d\text{Amm}}{dt} = \begin{cases} 
q_{\text{amm}} \cdot X_v + k_{\text{sd}} \cdot \text{Glu}, \text{Glu} \geq 0.4 \text{ mM} \\
q_{\text{amm}} \cdot X_v + k_{\text{sd}} \cdot \text{Glu} - q_{\text{amms}} \cdot X_v, \text{Glu} < 0.4 \text{ mM}
\end{cases}
\]
Eq. 15

where \(q_{\text{amms}}\) is the specific ammonium consumption rate (mmol/10^8 cells/d).

Figure 14 displays the Petri net modeling the discussed conditions above (Eq. 2-Eq. 5, Eq. 10, Eq. 12-Eq. 15). All places and transitions are continuous. Table 6 contains the places and their corresponding substances and Table 7 summarizes the information of the transitions. The orange Activation-boxes are wrappers of the Reactions sub-library and they work like a discrete switch. When the token number of the connected place exceeds the entered value of the parameter \(\mu\) or fall below the entered value of the parameter \(\mu_d\), the connected transition becomes active and remains active until one of the connected places becomes empty in contrast to the threshold and inhibition values of the transitions.

Everything inside the brown cell mass occurs within the cells and outside of this picture are the reaction for the spontaneous decomposition of glutamine and the substances that the cells release to the medium. The total amount of cells, the sum of living cells and death cells, is modeled by an algebraic equation
\[
X_{t \_t} = X_v \cdot t + X_d \cdot t.
\]

Figure 14: Petri net model of the CHO metabolism in Figure 12

Table 6: Places of the CHO-Model in Figure 14 and the corresponding substances

<table>
<thead>
<tr>
<th>Place</th>
<th>Substance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_v)</td>
<td>Concentration of living CHO-Cells</td>
</tr>
<tr>
<td>(X_d)</td>
<td>Concentration of death CHO-Cells</td>
</tr>
<tr>
<td>Glc</td>
<td>Glucose concentration</td>
</tr>
<tr>
<td>Glu</td>
<td>Glutamine concentration</td>
</tr>
<tr>
<td>Lac</td>
<td>Lactate concentration</td>
</tr>
<tr>
<td>Amm</td>
<td>Ammonium concentration</td>
</tr>
</tbody>
</table>

The experimental data of Figure 13 are approximated by smoothing splines to get further insight to the relations between the respective specific rates. The rates at the beginning of the simulation can be calculated by the following equations
\[
\mu = \frac{1}{X_v} \cdot \frac{dX_{\text{total}}}{dt}
\]
Eq. 16
\[
\mu_d = \frac{1}{X_v} \cdot \frac{dX_{\text{death}}}{dt}
\]
Eq. 17
\[
q_{\text{glc}} = -\frac{1}{X_v} \cdot \frac{d\text{Glu}}{dt}
\]
Eq. 18
\[
q_{\text{glu}} = -\frac{1}{X_v} \cdot \left(\frac{d\text{Glu}}{dt} + k_{\text{sd}} \cdot \text{Glu}\right)
\]
Eq. 19
\[
q_{\text{lac}} = \frac{1}{X_v} \cdot \frac{d\text{Lac}}{dt}
\]
Eq. 20
\[
q_{\text{amm}} = \frac{1}{X_v} \cdot \left(\frac{d\text{Glu}}{dt} - k_{\text{sd}} \cdot \text{Glu}\right)
\]
Eq. 21
The specific antibody production rate can be calculated after day 2.5 when the cells start with the production
\[ q_{ab} = \frac{1}{X_v} \frac{dAb}{dt} \]  \hspace{1cm} \text{Eq. 22}

The relations analysis yields the following equation structures for the specific rates
\[ \mu = \mu_{\text{max}} \cdot \frac{Glu}{K_{Glu} + Glu} \]  \hspace{1cm} \text{Eq. 23}
\[ \mu_d = \mu_{d\text{max}} \cdot \frac{KD_{Glc}}{KD_{Glc} + Glc} \]  \hspace{1cm} \text{Eq. 24}
\[ q_{glic} = \frac{1}{Y_{x,Glc}} \cdot \mu \]  \hspace{1cm} \text{Eq. 25}
\[ q_{glu} = \frac{1}{Y_{x,Gluc}} \cdot \mu \]  \hspace{1cm} \text{Eq. 26}
\[ q_{lac} = Y_{lac,Glc} \cdot q_{glic} \]  \hspace{1cm} \text{Eq. 27}
\[ q_{amm} = Y_{Amm,Glu} \cdot q_{glu} \]  \hspace{1cm} \text{Eq. 28}
\[ q_{ab} = k_{ab} \]  \hspace{1cm} \text{Eq. 29}
\[ q_{lacs} = k_{lacs} \]  \hspace{1cm} \text{Eq. 30}
\[ q_{amms} = k_{amms} \]  \hspace{1cm} \text{Eq. 31}
\[ q_{glus} = Y_{Glu,Amn} \cdot q_{amms} \]  \hspace{1cm} \text{Eq. 32}

with the parameters \( \mu_{\text{max}} \) (1/d) as maximum specific growth rate and \( K_{Glu} \) as constant of the Monod kinetics, \( \mu_{d\text{max}} \) (1/d) as maximum specific death rate, \( KD_{Glc} \) as constant of the death kinetics (mM), \( Y_{x,Glc} \) (10^6 cells/mmol), \( Y_{x,Gluc} \) (10^6 cells/mmol), \( Y_{lac,Glc} \) (mol/mol), \( Y_{Amm,Glu} \) (mol/mol) and \( Y_{Glu,Amn} \) (mol/mol) as yield coefficients, \( k_{ab} \) (mg/10^8 cells) as constant of the antibody production, \( k_{lacs} \) (mmol/10^8 cells) as constant of the lactate consumption and \( k_{amms} \) as constant of the ammonium consumption.

For performing a sensitivity analysis and afterwards a parameter optimization for the 13 model parameters, the Petri net model in Dymola (Figure 14) has to be connected to Matlab via a Simulink interface as described in section 4.1. The simulation results of all token numbers are needed in Matlab, thus all places have a blue RealOutput connector (Figure 14) so that a corresponding port at the Simulink interface is provided.

Before the 13 parameters of the model are estimated a global sensitivity analysis is performed to get further insight in the parameter characteristics. This analysis is the basis of the following parameter optimization since less sensitive parameters can be fixed during the optimization process to increase the chance of a converging optimization algorithm. The global sensitivity analysis is performed by Matlab with eFAST method explained in section 4.2. Therefore, the model is simulated several times with different parameter settings and each time the objective function this parameter is identifiable.

The results of the global sensitivity analysis, i.e. the contribution of each parameter to the variance of the objective function, whereby the parameters are varied in a specific range. If a parameter contributes less to the variance, this parameter cannot be identified within an optimization procedure and has to be fixed on the other hand if a parameter contributes much to the variance of the objective function this parameter is identifiable.

The results of the global sensitivity analysis, i.e. the contribution of each parameter to the variance of the objective function, are displayed in Figure 15. It becomes clear that 7 of 13 parameters contribute 91% of the variance so that 6 parameters
\[ Y_{x,Glu}, \mu_{d\text{max}}, KD_{glic}, k_{lacs}, Y_{lac,Glc}, Y_{Amm,Glu} \]
can be fixed during the optimization process and 7
\[ k_{sd}, Y_{Glu,Amn}, k_{amms}, Y_{x,Glc}, \mu_{\text{max}}, K_{Glu}, k_{ab} \]
have to be optimized.
The parameter optimization is performed by CMA-ES method explained in section 4.3. The optimization procedure takes place in Matlab via a Simulink interface. Figure 16 displays the results of this optimization procedure which show a good agreement with the experimental data.

To achieve a good model of the CHO-metabolism, it is also possible to choose a stochastic approach, i.e. a stochastic Petri net model and a stochastic simulation according to Gillespie’s algorithm as described in section 4.4. The edge weightings of the continuous approach in Table 7 are now the dynamic values of the characteristic parameter $\lambda$ of the exponential distribution by which the delay of the stochastic transition is chosen randomly at every activation point in time (cp. Section 2). The transformation of the parameters of the continuous to the stochastic model is well studied and can be found in [39]. Figure 17 displays the CHO-metabolism modeled by a stochastic Petri net, whereby the places are discrete and the transitions are stochastic. The tokens represent here different concentration levels like it is presented in [14]. One token equals to 0.5 (mM, $10^6$Cells/l, mg/l), thus there are $N + 1 = 90 + 1$ different levels since the maximum concentration ($M$) is set to 45. The values of $M$ and $N$ can be entered in the green settings-box which has to be a part of every model and can be found in the Global-library. This stochastic Petri net model is also connected to a Simulink interface in Matlab so that the stochastic simulation can take place within an m-file. The results are displayed in Figure 18 where 500 Simulation are accomplished and the means were built with 10 simulations, respectively.

Figure 15: Model variance contribution of every parameter according to the eFAST method

Figure 16: Results of the parameter optimization procedure

Figure 17: Stochastic Petri Net of the main CHO-metabolism in Figure 12

Figure 18: The stochastic simulation results according to Gillespie’s algorithm of the stochastic Petri Net model in Figure 17

6 Conclusions

The Petri net library in Modelica is a good instrument for hybrid modeling of biological systems. The advantages of this approach are:
• The object-oriented modeling language Modelica is able to model discrete places and transitions as well as stochastic and continuous ones. The places and transitions are models that easily can be changed, modified, or expanded so that further Petri net extensions can be implemented fast.

• The language allows the realization of hybrid models by combining discrete and continuous processes. The hybrid simulation with discrete events and the solution of continuous differential equations is then performed by Dymola or by another Modelica-tool.

• The Reactions sub-library offers a fast and simple way to build up a model and further reactions can be easily added.

• The hierarchical modeling concept of Modelica enables a structuring of the models on different levels which is useful when the model is complex and used by different persons with different aims.

• The Petri net animation of Dymola offers a way to get insight of the token distribution of large and complex Petri nets.

• The coupling of Dymola-models and Simulink-models allows the simulation of a model many times and use the arising simulation results for subsequent calculations so that stochastic simulation, sensitivity analysis and parameter identification in Matlab is possible.

• The Petri net library can be integrated in other Petri net modeling tools by parsing the Petri net of the respective tool (e.g. XML-format) to Modelica-text and simulate it via a batch process where the simulation results are saved in a data file.

In this manner the new Petri net library in combination with Matlab Simulink leads to a complete environment for hybrid modeling of biological systems.
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